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Preface

Although the idea of generalizing core Darwinian principles to social evo-
lution is well over a century old, ours is the fi rst book-length, systematic 
treatment of the topic. Despite the celebrated power of Darwin’s ideas, it 
is remarkable that they have had relatively little impact on the social sci-
ences. The adoption of Darwinism by social scientists has been thwarted by 
numerous misinterpretations and misunderstandings, several of which we 
hope to remove in this volume. And Darwinism is not simply an option. We 
hold that there is no known alternative to Darwinism as a general frame-
work with which to analyze the evolution of social and economic systems.

The core Darwinian principles involve variation, selection, and inheri-
tance (or replication). The claim that Darwinism applies to social evolution 
must rest on a clear picture of what these concepts mean. Otherwise, the ar-
guments and counterarguments become lost in a fog. Consequently, much 
of this work is devoted to clarifying concepts and refi ning defi nitions at a 
fairly abstract level.

The importance of these preliminaries should not be underestimated. 
While we refer to some empirical cases, this work is largely conceptual—and 
necessarily so. The disposing of major misconceptions and the provision of 
clear defi nitions of the general elements and mechanisms of Darwinian evo-
lution are ground-clearing preconditions for both middle-range theory and 
more extensive empirical research. The primary aim of this book is to show 
that the core Darwinian mechanisms of variation, selection, and replication 
apply to social entities and processes, and we give some examples of how 
they pertain to business and other social phenomena.



Our goal is to provide a guide for future research, not to develop models 
of immediate empirical application. Darwinism as such provides no single 
model or axiomatic system. Instead, it is a metatheoretical framework that 
stimulates further inquiry and provides a repository for contingent auxil-
iary theories and models. This book remains largely at the metatheoreti-
cal level. We use some empirical illustrations and show how the work of 
some other leading theorists slots into this rubric. But the construction of a 
new Darwinian theoretical system capable of generating powerful predic-
tive models to rival established alternatives in the social sciences is a long 
way off. As with the application of Darwinian principles to biology, the fi rst 
and principal achievement is to build a conceptual engine that is capable of 
guiding specifi c inquiry into detailed causal mechanisms. The secondary 
process—of showing how these principles operated in specifi c contexts and 
in particular ways—required a century of detailed empirical and experi-
mental study before Darwinism triumphed in the 1940s. The task of apply-
ing Darwinism to the social sciences is much younger and has far to go.

The compelling logic of Darwinism is that it addresses the evolution of all 
aspects of living systems, including human intentionality and social struc-
tures. Much social science takes one or both factors as given. The promise 
of Darwinism is that it may help explain socioeconomic phenomena better 
than existing theory and, eventually, generate novel testable predictions con-
cerning socioeconomic phenomena. Although our work does not yet fulfi ll 
this promise, we believe that this book is a vital step in the right direction.

Evolutionary theory tackles highly complex phenomena. There is no 
simple explanation of why some organizations prosper and others fail. Just 
as fi tness acts as a placeholder for multiple specifi c and detailed phenomena 
in the natural world, specifi c explanations of organizational success or fail-
ure are varied and context specifi c. Their full elaboration requires immense 
further detailed work that is beyond the scope of this volume. Instead, this 
book provides a conceptual framework for understanding evolution in hu-
man societies. Empirical investigation must be guided by some classifi ca-
tory and conceptual scaffolding. As Darwin himself wrote: “Without the 
making of theories I am convinced there would be no observation” (Darwin 
1887, 2:315).

We make a further step forward in dealing with the seemingly enduring 
and apparently intractable problem of the equivalent “genetics” of social 
evolution. For over thirty years, the term meme has been used as a vague 
placeholder in this context, without much further investigation of how so-
cial and cultural entities actually replicate.

v i i i  p r e f a c e
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Genes hold and pass on information, in the broad and basic sense of 
some encoded means of generating conditional dispositions that can be 
transmitted to other entities and cause a response. We regard the storing 
and replication of information as central to social evolution as well. Hence, 
our general framework focuses on other informational mechanisms at the 
social level.

Here, the concept of habit is crucial. Habits are essential psychologi-
cal mechanisms in learning and skill development (Dewey 1922). They are 
the individual building blocks of customs, routines, and all higher-level so-
cial replicators in organizations. Habits and routines are persistent, they 
replicate, and they contain ready-made solutions to frequently occurring 
problems. Their persistence means that organizational evolution often stub-
bornly resists corporate or government initiatives.

We also stress the importance of the distinction between replicators and 
interactors. Without this, it is impossible to tackle the thorny proposition of 
whether social evolution is “Lamarckian.” More important, and more con-
structive, the identifi cation of social replicators leads to further questions 
concerning the generation of complexity in social evolution and important 
transitions in the mode of replication in the evolution of human society. 
Our approach highlights the importance of social organization over and 
beyond previous evolutionary work in the social sciences.

We fully acknowledge our debt to others in the development of this work. 
Prominent among these are Richard Nelson and Sidney Winter (1982) in 
economics and Robert Boyd and Peter Richerson (1985) in anthropology. 
Their many inspiring works have had a major impact in bringing evolu-
tionary ideas into the social sciences and have spawned a large number of 
theoretical and empirical studies.

Yet, with Nelson and Winter (1982), the Darwinian principles are im-
plicit rather than explicit. We make explicit their use of Darwinian prin-
ciples, and develop these as a general theoretical framework for evolution-
ary economists. Boyd and Richerson concentrate on one social and cultural 
level only, and they sidestep the important philosophical task of defi ning 
and elucidating the core Darwinian concepts in a generalizable manner. 
Also, our timescale is shorter. Apart from the early stages of cultural and 
linguistic evolution, our analytic framework for social evolution relates to 
the last few thousand years. While there have been enormous social and 
economic developments in this period, there has been very little change 
in the human gene pool. Recent and dramatic socioeconomic evolution is, 
thus, not driven by genetic changes. Our framework is designed to oper-
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ate even when genetic changes do not take place. Despite the inspirational 
achievements of all these authors, gaps remain to be fi lled.

It is hoped that, through a future combination of our conceptual schema 
with detailed empirical investigation, an alternative to the existing, more 
static mainstream approaches in economics and other social sciences will 
develop more fully. Darwinism might then have as great an impact on the 
social sciences as it has had on the biological.
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Introduction: The Challenge of 
Darwinism for the Social Sciences
Nothing I have said is intrinsically a matter of biological analogy, it is a mat-

ter of evolutionary logic. Evolutionary theory is a manner of reasoning in its 

own right quite independently of the use made of it by biologists. They simply 

got there fi rst.

j .  stanley metcalfe,  (1998)

Empirical evidence is usually too malleable to be very decisive in conceptual 

revolutions. . . . Initial acceptance of fundamentally new ideas leans more 

heavily on the increased coherence which the view brings to our general 

world picture.

david l .  hull,  (1978)

Darwinian ideas are widely celebrated in biology. But human society also 
evolves. Could Darwinian principles also apply to the evolution of social 
entities? Just as organisms compete for scarce resources, businesses, states, 
and other organizations do likewise. They adapt and change. Some fail; 
others prosper. Organizations learn and pass on information. Are these not 
broadly Darwinian processes?

Several thinkers have suggested that social evolution could be partly un-
derstood in Darwinian terms. But a full and systematic account has so far 
been lacking. Elucidation of the Darwinian conceptual framework is one of 
the most important unfulfi lled promises on the agenda of institutional and 
evolutionary economics. It is our aim to move this project forward and to 
help stimulate its further development.

Darwin’s theory has been battered but never beaten. For much of the 
twentieth century, talk of applying Darwinism in the social sciences was 
curtailed. Even today, many social scientists approach Darwinism with 
trepidation. Writers have held that, while Darwinism is important in biol-
ogy, it does not apply to human society. This book takes a different view. It 
explains how Darwinian principles also apply to social evolution and why 
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prominent objections to their use are unwarranted.1 This chapter looks at 
the historical background to generalizing the Darwinian approach and pro-
vides an outline of the book as a whole.

While the advantages of a unifying evolutionary theory should be obvi-
ous, there are reasons to be cautious about an approach that spans social and 
biological evolution. The most important relates to the legacy of reckless gen-
eralization and oversimplifi cation in the social sciences. Perhaps because of 
“physics envy” (Mirowski 1989), economists have been inclined to search for 
the scientifi c Holy Grail of explanation in terms of a few general concepts and 
equations. Incautious enthusiasm for such catchall concepts as utility maxi-

mization and transaction costs is evidence of this tendency. The problem with 
overgeneralized explanations is that they become all-embracing and impos-
sible to falsify and lead to a neglect of vital differences of context and detail.2

One of us has written a full-scale account of how economics and sociol-
ogy were diverted from historical and cultural specifi cities in their search 
for a unifying grand theory of everything (Hodgson 2001a). Does the idea 
of generalizing Darwinian principles not fall into the same trap? Should 
social scientists forget such an ambitious idea and, instead, dig deep into 
empirical detail?

As explained elsewhere (Hodgson 2001a), the dangers of reckless over-
generalization do not mean that generalizations should be avoided when 
they are appropriate. Indeed, to some extent, general frameworks and prin-
ciples are unavoidable. Without classifi cations and communalities, no em-
pirical work would be possible. Good theoretical frameworks are precur-
sors to appropriate empirical classifi cation. Theories in the social sciences 
should embrace appropriate generalizations without neglecting important 
specifi cities of detail and context. We require guiding theories that are sen-
sitive to historical and other specifi cities.

There have been many attempts to establish general theories or frame-

1. Generally, we use the term social in an inclusive sense, to include business and other phe-
nomena studied by economists as well as social structures. Occasionally, we use socioeconomic as 
an alternative but equally inclusive term.

2. In 1904, Max Weber (1949, 72–80) wrote that “the most general laws” are “the least valu-
able” because, “the more comprehensive their scope,” the more they “lead away” from the task 
of explaining the particular phenomenon in question. Ernest Nagel’s (1961, 575) “principle of the 
inverse variation of extension with intension” similarly alleges that there is a trade-off between 
the generality and the informative content of a theory. Oliver Williamson (1995, 33) has likewise 
conceded: “There is nonetheless a grave problem with broad, elastic and plausible concepts—of 
which ‘transaction costs’ is one and ‘power’ is another—in that they lend themselves to ex post 
rationalization. Concepts that explain everything explain nothing.”
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works in the social sciences. Prominent among these is the Walrasian 
theory of general economic equilibrium (Walras 1874; Arrow and Debreu 
1954). But among the defi ciencies of this approach are its limited treatments 
of interactions between agents and of the dynamic phenomena of individual 
learning and development. General equilibrium analysis does not capture 
the innovativeness and restlessness of modern economies (Nelson and Win-
ter 1982; Metcalfe 1998; Beinhocker 2006). Another approach that claims 
to offer an alternative general framework is game theory (Gintis 2007), but 
questions have been raised about its strong assumptions concerning infor-
mation and rationality and its capacity to embrace novelty and complex 
phenomena (Kirman 1993, 2005; Bicchieri 1994; Hargreaves Heap and Va-
roufakis 1995; Hodgson 2007a).

Like the social sciences, biology addresses systems of immense complex-
ity. Specifi cities are vital, but that does not mean that general principles 
cannot be established. Darwinism is a model here. It can neither explain 
nor predict everything. Instead, it provides an overarching theoretical 
framework in which explanations of specifi cities and contingencies must 
be placed. This involves theorizing on multiple levels (Hodgson 2001a, 
chap. 21). A grand theory of this type is necessary to organize the empirical 
quest and to accommodate all the differences of specifi c mechanism and de-
tail. The pursuit of this type of grand theory, far from abandoning empirical 
material, gives it full scope and power.

We suggest that generalized Darwinism could become the backbone of 
a unifi ed evolutionary framework for the social and behavioral sciences. 
Many of the details must await further research, and at this stage we can 
provide only a limited number of empirical illustrations. The main contri-
bution of this volume is to clarify the conceptual framework, to probe its 
potential, and to prepare the ground for this venture. Long overdue in the 
Age of Darwin, its time has now come.

1 . 1 .  d a r w i n ’ s  t r i u m p h

On his mission to explain evolution, Charles Darwin gathered masses of 
empirical material. His theory of evolution was not the result of armchair 
introspection but the outcome of a theoretically guided and persistent in-
terrogation of the facts. Although aspects of his argument can be modeled 
mathematically and we have powerful formulations such as the Price Equa-
tion, Darwinian evolution cannot be modeled fully with simple and univer-
sal equations akin to those in physics.
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Darwin’s classic 1859 On the Origin of Species became the foundation of 
modern evolutionary biology. His ideas attracted much attention because 
of their suggestion that humankind was not of divine origin but descended 
from apes. But this proposition was neither original nor his major achieve-
ment. Indeed, Darwin postponed discussion of human evolution to the 1871 
Descent of Man. Instead, his supreme triumph was to propose connected 
mechanisms of evolution that relied on materialist causes and effects, rather 
than regarding evolution as a product of design or as some mysteriously 
predestined process toward improvement or perfection. In short, Darwin 
advanced evolutionary science by building a theory in which cause and ef-
fect both have material substance and are subject to scientifi c inquiry. His 
triumph was to create a theoretical framework to help explain the causal 
processes of the evolution of astoundingly complex phenomena with re-
course to neither predestination nor design.

Darwin often expressed ignorance about the detailed mechanisms in-
volved, and several of his speculations at this level have proved wrong. He 
knew nothing about genes or DNA, and their discovery, as well as the cru-
cial fusion of Darwinian theory with Mendelian genetics, had to wait until 
the twentieth century. Nevertheless, he laid out the core, overarching prin-
ciples of variation, inheritance, and selection that are now recognized as 
essential to the understanding of the evolution of species and the complex 
marvels of nature.

This scientifi c triumph was quite different from others, such as in phys-
ics. With Newton’s laws of motion, for example, it is possible to predict 
with impressive degrees of accuracy the motions of the planets or the jour-
ney of a space vehicle to the moon. No such precise predictions are possible 
with Darwin’s theory. Although some Darwinian biologists have discerned 
trajectories in evolution, these remain controversial, and the strength in 
Darwinism lies in its powers of explaining observed facts, rather than pre-
dicting any future evolutionary outcome.

Crucially, as Darwin acknowledged, his theory of natural selection is 
inadequate to explain specifi c phenomena on its own. This core theory can-
not entirely account for the fact, for instance, that some birds have colorful 
plumage and others are gray or brown. Some auxiliary explanations are 
required to explain these divergent outcomes. Darwin himself pointed to 
these, and some are special cases of his general principle of selection. Bright 
plumage is explained by the specifi c mechanism of sexual selection. Duller 
plumage is explained by the specifi c advantages of camoufl age and the 
avoidance of predators. These two mechanisms work against each other: 
bright plumage has the opposite effect to camoufl age, and neither is univer-
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sal. The principle of selection relies on specifi c auxiliary theories or special 
cases in order to complete the explanation of the phenomena in question.

Accordingly, the general evolutionary principles of variation, inheri-
tance, and selection do not provide a complete theory in the manner of 
those of Isaac Newton or Albert Einstein in physics. Instead, Darwin 
provides an overarching theory, in which other, special assumptions and 
auxiliary theories must be placed. This theoretical framework is a major 
 stepping-stone for the sciences of evolving, complex phenomena. At the 
same time, Darwinism obliges us to focus on those detailed mechanisms 
in order to identify the causal mechanisms or “algorithms” that generate 
complex outcomes (Dennett 1995). Darwin was one of the fi rst and most 
profound theorists of complexity.

1 . 2 .  t h e  g e n e r a l i z a t i o n  o f 

d a r w i n i s m  t o  s o c i a l  e v o l u t i o n

Given this achievement, the possibility emerges of applying Darwinian 
ideas to other complex evolving systems, outside biology. Darwin himself 
left further clues. In The Origin of Species, for example, he briefl y considered 
the possibility that natural selection operates on the elements of language 
(see Darwin 1859, 422–23). In 1869, the German economist Hugo Thiel sent 
him his 1868 pamphlet Über landwirtschaftliche Genossenschaften (On agri-
cultural cooperatives). Thiel crudely interpreted Darwin’s theory as sup-
porting individual competition in the economic sphere. He did not consider 
the selection of cooperatives or other fi rms as entities. In his immediate 
response, Darwin politely expressed interest in the application of his ideas 
to “moral and social questions.” He wrote modestly: “It did not occur to me 
formerly that my views could be extended to such widely different and most 
important subjects” (Darwin 1887, 3:113).3

But Darwin had already hinted at the possibility of some such applica-
tions in the Origin. In The Descent of Man, he again conjectured that natural 
selection operates on the elements of language (see Darwin 1871, 1:59–61, 

3. To what extent did Darwin understand or endorse Thiel’s argument? He wrote in his auto-
biography: “During my whole life I have been singularly incapable of mastering any language.” 
In his letters, he admitted to reading German “very slowly” and “so badly.” And, while he taught 
himself some German and read some biological texts in that language, he still allowed: “Though 
I can read descriptive books . . . pretty easily, when any reasoning comes in, I fi nd German ex-
cessively diffi cult to understand” (Darwin 1887, 1:32, 2:278, 319, 279). The extent to which he 
appreciated the details of Thiel’s argument and its crude and inadequate depiction of Darwinian 
principles is a mystery.



6  c h a p t e r  o n e

106).4 Therein, he described attempts by Walter Bagehot to apply Darwin-
ian principles to political evolution as “remarkable” (162n).5 He also pro-
posed that tribal groups with moral and other propensities that served the 
common good would be favored by natural selection (162–66). In effect, 
he suggested that selection could operate on ethical principles. He thus en-
dorsed a version of group selection and hinted at the natural selection of 
institutions as well as the natural selection of individuals.6 However, these 
were no more than hints, and Darwin never attempted to apply his ideas 
systematically to socioeconomic evolution.7

Darwin’s brief conjecture that his core principles might apply to other 
evolving systems outside the biological sphere did not imply that explana-
tions of social (or other) phenomena had to be reduced to biological entities. 
On the contrary, Darwin suggested that the principles of variation, selec-
tion, and inheritance have a broader applicability and are not confi ned to 
biology. This conjecture was very different from the reductionist proposal 
that social phenomena can be entirely explained in biological terms.

A few years after the publication of The Origin of Species, several scholars 
followed Darwin’s hints that the principles of selection, variation, and in-
heritance may have a wider relevance than to biological organisms alone, in-

4. No doubt Darwin was encouraged by his friend Charles Lyell’s (1863, chap. 23) claim that 
languages and dialects were related by descent from common origins and were subject to a “strug-
gle for existence” and processes of “selection.” Lyell believed that languages evolved, but he was 
equivocal on the question of organic and human evolution by natural selection.

5. Bagehot’s essays appeared in the Fortnightly Review from 1867 to 1869 and were later re-
published in book form (see Bagehot 1872).

6. But Darwin neglected some possible further extensions of group selection arguments in 
the social sphere. In 1872, he wrote to the German law professor Heinrich Fick and acknowl-
edged his argument that military recruitment leads to the death of the fi tter individuals. He added 
that trade unionism undermined individual incentives (Weikart 1995, 1998). He did not consider 
group selection and effi ciency-enhancing arguments for cooperation in this context (Campbell 
1994). Generally, the idea of group selection remained underdeveloped in Darwin’s work. Much 
later, after criticism of the work of Vero Copner Wynne-Edwards (1962), it fell out of favor (Wil-
liams 1966; Dawkins 1976). Its importance in the social domain was inadequately appreciated 
until the end of the twentieth century (Boyd and Richerson 1985; Hodgson 1993; Campbell 1994; 
Sober and Wilson 1998; Bergstrom 2002, 2003; Henrich 2004; Wilson 2002; Bowles 2006; 
Wilson and Wilson 2007).

7. In 1873, Darwin thanked Karl Marx for sending him a copy of Capital and noted its con-
tribution to “the deep and important subject of political economy.” However, the pages of this 
volume in Darwin’s library in his house in Kent remained uncut (Colp 1974). The idea that Marx 
went so far as to ask permission from Darwin to dedicate a volume of Capital to him turns out 
to be a myth (Feuer 1975; Fay 1978; Colp 1982). In relation to Adam Smith, there is evidence in 
his notebooks that Darwin read The Theory of Moral Sentiments but none that he read The Wealth 

of Nations (Gruber 1974; Vorzimmer 1977). Generally, references to social, political, or economic 
evolution are rare in Darwin’s works and correspondence.
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cluding to the evolution of human society. We have already mentioned that 
Bagehot (1872) applied the principles of selection and inheritance to ideas 
and political institutions. Subsequently, William James (1880) considered 
the natural selection of ideas in human learning and in the development of 
science. He was among the fi rst to consider an evolutionary epistemology.8 
James (1880, 441) opened his essay with the observation of a “remarkable 
parallel . . . between the facts of social evolution on the one hand, and of 
zoölogical evolution as expounded by Mr. Darwin on the other.” But his 
discussion was largely confi ned to the selection of ideas in the heads of 
individuals.

Samuel Alexander (1892) and Benjamin Kidd (1894) also wrote on the 
natural selection of ethical principles. Albeit limited in robustness and 
scope, their works were exceptional in bringing the Darwinian principle 
of selection into the social domain and considering units of selection other 
than individuals alone. These early precedents show that the idea of gener-
alizing Darwinism to other evolving systems, outside biology and including 
human society, was taken on board by a number of infl uential thinkers 
from the 1870s to the 1890s.9

While several writers believed that Darwinian principles could be ap-
plied to social phenomena, they applied them loosely and incompletely. 
Hence, Bagehot’s emphasis was broadly on the struggle between nations, 
not on a process of selection involving well-specifi ed additional social units 
or structures. He considered the role of imitation and the “cake of custom” 
but did not identify particular institutions as units of selection. Similarly, 
Sidney Webb (1889, 53) insisted that “the units selected are not individuals 
but societies.” But he was also unclear of the mechanisms of selection, other 
than to allude to the competitive struggle between nations for access to raw 
materials and for supremacy in world markets.

Kidd (1894, 43) suggested a process whereby the selection of human “so-
cieties” was driven by “the survivals of the fi ttest.” But he did not clearly 
establish any notion that social structures were themselves subject to selec-
tion processes. In the same year, Henry Drummond (1894) saw Darwinian 
evolution in human society, but he did not examine the selection process in 

8. Evolutionary epistemology was later rediscovered and developed by Popper (1972) and 
Campbell (1974).

9. Remarkably, in 1898, the American philosopher Charles Sanders Peirce proposed that the 
laws of nature themselves evolve (Peirce 1992). This idea is being further developed by physicists 
today, involving the mind-blowing argument that key physical constants take the values they do 
because alternative universes in which the constants took different values failed to survive (Smolin 
1997).
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more detail. These writers failed to consider the natural selection of social 
structures or institutions or to address the problems involved in establish-
ing levels of selection above the individual human actor. When they applied 
Darwinian selection, it was loosely to individuals or collections of individu-
als. In seeing individuals as units of selection, it was widely accepted that 
the selected traits might also be conducive to the harmony and the survival 
of groups or nations. But this did not establish a viable concept of selection 
at the group level or higher.

Accordingly, these early extensions of Darwinian principles to social 
evolution failed to establish the social units of replication and selection, 
other than to refer imprecisely to societies or groups. It was not explained 
why human social evolution involved anything more than the selection of 
individuals. After all, the selection advantage of one group over another 
may result simply from the selection advantages of the members of the more 
adapted group. In this case, group (or social) selection amounts to nothing 
more than individual selection. Without a supplementary explanation, such 
notions of social evolution dissolve into simply the evolution and selection 
of human individuals.

Several prominent accounts in the 1890s of Darwinian evolution in hu-
man society shared this limitation. The then prominent analyses of Otto 
Ammon (1895), Georges Vacher de Lapouge (1896, 1897), and Carlos Clos-
son (1896a, 1896b) addressed individual selection, not the selection of social 
units. The writings of Ammon and Lapouge were preoccupied with expla-
nations of social phenomena in terms of the alleged racial characteristics of 
individuals. Even when Lapouge and Closson emphasized the term social 

selection, they meant the selection of ethnically defi ned individuals in the 
context of their social environment.

For these and many other writers at that time, the quality of human 
civilization depended principally on the biologically determined capacities 
of the human individuals within it. Accordingly, the prominent thinker Al-
fred Marshall (1923, 260) could write: “Economic institutions are the prod-
ucts of human nature and cannot change much faster than human nature 
changes.”

1 . 3 .  e a r l y  r e c o g n i t i o n s  o f  s o c i a l 

u n i t s  o f  r e p l i c a t i o n  o r  s e l e c t i o n

In the 1890s, and independently of each other, two writers fi rst clearly for-
mulated the notion that there were social units of selection, irreducible to 
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individuals, to which Darwinian principles might apply. The fi rst of these 
was the Scottish philosopher David George Ritchie. Like Alexander—with 
whom he corresponded—Ritchie saw that Darwinian selection could be ap-
plied to the evolution of ethical ideas. But he went further than that.

In Darwinism and Politics (1889), Ritchie held that, in human societies, 
“language and social institutions make it possible to transmit experience 
quite independently of the continuity of race.” In other words, cultural 
transmission functioned alongside, and in addition to, what today we de-
scribe as genetic inheritance.10 Ritchie argued: “An individual or a nation 
may do more for mankind by handing on ideas and a great example than by 
leaving numerous offspring” (59). This is a far-reaching claim.

In the second edition of Darwinism and Politics (1891), Ritchie added a 
new essay: “Natural Selection and the History of Institutions.” It offered one 
of the earliest coherent arguments that Darwinian principles of variation, 
inheritance, and selection applied to the evolution of both social institutions 
and organisms. Ritchie saw language and institutions as social mechanisms 
through which adaptations and knowledge can be inherited. He wrote of a 
struggle between “institutions, languages, ideas” (139) as well as a struggle 
between individuals. But he warned that, although Darwinian principles 
applied to social evolution, they must always be used carefully and with 
meticulous acknowledgment of differences in the mechanisms involved.

Later, Ritchie (1896) developed these ideas in more depth. Although 
he regarded biology as a better source of ideas for the social sciences than 
physics or chemistry, he repeatedly warned against the casual and uncriti-
cal use of biological terms in the social context. He argued that there was 
not simply a process of struggle in society between individuals but also one 
between different “social organisms,” including the family, social organiza-
tions, nations, and so on. This second level of struggle vastly complicated 
the processes of social evolution and selection. For instance, as Ritchie 
pointed out, one individual might simultaneously belong to several social 
units or institutions. Accordingly, different processes of selection at a social 
level might confl ict with each other as well as with the natural selection of 
individuals.

Ritchie noted that natural and social evolution differed in other respects. 
For instance, selection in the natural world works through the death of the 
unfi t. In contrast, in the social sphere, it is not simply through “the slow 
and deadly process of natural selection that the various elements in our 

10. George Henry Lewes (1879) and Henry Drummond (1894) also suggested this idea.
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civilization have been produced, preserved, and diffused.” He argued that, 
in social evolution, “a great many habits are due to imitation and not to in-
stinct, i.e., they are transmitted in the social inheritance of the race, and are 
not dependent on heredity, in the biological sense” (1896, 168–69).

Ritchie established imitation as an important element of cultural trans-
mission and outlined what is today known as a theory of dual inheritance, 
according to which cultural and genetic evolution take separate but inter-
dependent trajectories. Here is his description of a separate cultural inheri-
tance track: “the habit may be changed without the extinction of the race . . . 
customs and institutions may perish without the necessary destruction of 
the race that practiced them” and “customs and institutions may be handed 
on from race to race, and may long survive the race from whom they origi-
nated” (1896, 170). Cultural inheritance and biological inheritance were 
governed by different processes even to the point where the life span of the 
social units of selection could be entirely noncoextensive with the lives of 
the human individuals who sustained them.

While carefully acknowledging important differences between evolution 
in nature and society, Ritchie still regarded the theory of selection as being 
applicable to the social domain. Despite detailed differences of evolutionary 
mechanism, the “range” of Darwinian theory could be extended from the 
biological to the social sphere. In a prescient passage, Ritchie (1896, 170–71) 
wrote: “But in asserting that human society presents many phenomena that 
cannot be accounted for by natural selection in its purely biological sense, I 
am not denying the truth of the theory, but rather extending its range. There 
is going on a ‘natural selection’ of ideas, customs, institutions, irrespective 
of the natural selection of individuals and of races.” This is a pathbreaking 
recognition that Darwinian principles could be applied to social evolution 
and to nonbiological units of replication or selection. The idea of “extend-
ing [the] range” of Darwinian principles to outside the biological sphere 
tallies with what was many years later described by Richard Dawkins (1983) 
as universal Darwinism. The work of Ritchie and others shows that the idea 
of generalizing Darwinian principles was established in the nineteenth cen-
tury rather than the twentieth.11

Ritchie’s key innovation was to recognize that the units of replication 
or selection could be social entities such as customs and institutions, rather 

11. We prefer the term generalized Darwinism. Dawkins’s (1983) universal Darwinism can mis-
leadingly suggest that Darwinism covers everything or has “universal validity” (Dawkins 1976, 
205). As explained below, Darwinian principles apply to complex population systems only, not-
withstanding that these systems cover a highly varied set of phenomena.
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than individuals alone. This is possibly the fi rst explicit appearance of the 
idea of a natural selection of institutions or social structures in the English 
language. There were several earlier applications of natural selection to so-
cial phenomena, but none of them so clearly made institutions the explicit 
units of selection.

The second scholar to write of institutions as units of selection was Thor-
stein Veblen. The British zoologist and philosopher Conwy Lloyd Morgan 
may have stimulated Veblen’s thinking in this area, along with James, 
Peirce, and others.12 By 1896, Morgan had accepted the arguments of Au-
gust Weismann (1893) that acquired characters could not be inherited in the 
biological sphere. Rejecting Lamarck in favor of Weismann, he then asked, 
If human beings had evolved only slightly in genetic terms, then what had 
evolved in the last millennium or so when human achievements had been 
transformed beyond measure? His answer to the puzzle was as follows:

Evolution has been transferred from the organism to the environment. There must 
be increment somewhere, otherwise evolution is impossible. In social evo-
lution on this view, the increment is by storage in the social environment to 
which each new generation adapts itself, with no increased native power of 
adaptation. In the written record, in social traditions, in the manifold inven-
tions which make scientifi c and industrial progress possible, in the products of 
art, and the recorded examples of noble lives, we have an environment which 
is at the same time the product of mental evolution, and affords the condition 
of the development of each individual mind to-day. . . .  [T]his transference of 
evolution from the individual to the environment may leave the faculty of the 
race at a standstill, while the achievements of the race are progressing by leaps 
and bounds. (Morgan 1896, 340)

He thus established the possibility of social evolution having a substance 
and a pace that was reducible neither to individuals nor to their biological 
attributes. Over and beyond the passive environment of biotic selection, in-
formation and knowledge involved a level of inheritance in their own right. 
Morgan argued that human biotic and mental capacities could not evolve so 
rapidly as to account for the evolution of human civilization.13

12. Circumstantial evidence exists that Veblen came into contact with Morgan in Chicago in 
1896 (Dorfman 1934; Hodgson 2004a). In any case, Veblen’s idea of the natural selection of insti-
tutions dates from this time, and he was later to cite Morgan in his work.

13. Morgan (1923) went on to contribute to the development of the philosophical idea of emer-
gent properties. Emergentist philosophy itself reached its zenith in the 1920s, before positivist 
currents in philosophy swept it aside. It was not until the 1960s that emergentist ideas began to 
revive. Arguably, an emergentist philosophy is necessary to sustain a theory of evolution on mul-
tiple levels, including the social level (Blitz 1992; Hodgson 2004a; Okasha 2006).
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As for Veblen, in a book review of a work by Antonio Labriola, he saw 
in the author’s Marxism the doctrine that the “economic exigencies” of the 
industrial process “afford the defi nitive test of fi tness in the adaptation of all 
human institutions by a process of selective elimination of the economically 
unfi t” (1897, 390). But these were Veblen’s words, not Labriola’s. Veblen 
made the additional and substantial theoretical leap of applying the prin-
ciple of selection to institutions and not merely to individuals or groups.

For Veblen, the institutional structure of society was not merely “the 
social environment,” as Morgan had put it. Veblen indicated that the social 
environment consisted of institutional elements that were themselves, like 
organisms, subject to evolutionary processes of selection. Darwinism was 
interpreted not narrowly, in terms of individuals being selected in a fi xed 
environment, but more broadly, in terms of individuals being selected in an 
environment that is changed in its interaction with those creative individu-
als. As Veblen put it: “The economic life history of the individual is a cumu-
lative process of adaptation of means to ends that cumulatively change as 
the process goes on, both the agent and his environment being at any point 
the outcome of the last process.” He concluded: “An evolutionary econom-
ics must be a theory of a process of cultural growth as determined by the 
economic interest, a theory of a cumulative sequence of economic institu-
tions stated in terms of the process itself” (1898, 391, 393).

In a key passage in The Theory of the Leisure Class, Veblen (1899, 188) 
declared:

The life of man in society, just like the life of other species, is a struggle for 
existence, and therefore it is a process of selective adaptation. The evolution 
of social structure has been a process of natural selection of institutions. The 
progress which has been and is being made in human institutions and in hu-
man character may be set down, broadly, to a natural selection of the fi ttest 
habits of thought and to a process of enforced adaptation of individuals to an 
environment which has progressively changed with the growth of community 
and with the changing institutions under which men have lived. Institutions are 
not only themselves the result of a selective and adaptive process which shapes 
the prevailing or dominant types of spiritual attitude and aptitudes; they are at 
the same time special methods of life and human relations, and are therefore 
in their turn effi cient factors of selection. So that the changing institutions in 
their turn make for a further selection of individuals endowed with the fi ttest 
temperament, and a further adaptation of individual temperament and habits 
to the changing environment through the formation of new institutions.

It was no accident that Darwin’s phrases natural selection and struggle for ex-

istence appeared in this passage. Veblen wrote also in the same work of “the 
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law of natural selection, as applied to human institutions” (207). He be-
came the second writer after the publication of The Origin of Species to apply 
Darwin’s principle of selection to the evolution of institutions. The decisive 
implication was that Darwinism could be applied to human society without 
necessarily reducing explanations of social phenomena to individual psy-
chology or biology. As Veblen (1909, 300) wrote: “If . . . men universally 
acted not on the conventional grounds and values afforded by the fabric 
of institutions, but solely and directly on the grounds and values afforded 
by the unconventionalised propensities and aptitudes of hereditary human 
nature, then there would be no institutions and no culture.” He thus sug-
gested that, if social or economic phenomena were determined exclusively 
by biological factors, then the concepts of institution and culture would 
be redundant. Culture and institutions are irreducible to biological factors 
alone. Veblen thus broke decisively from biological reductionism.

Ritchie and Veblen died in 1903 and 1929, respectively. Their thinking 
was ahead of its time, and few of their contemporaries and followers pur-
sued further the research agenda of extending Darwinian principles to so-
cial evolution, except for neglected fi gures such as Albert G. Keller (1915). 
All three of these thinkers made great strides toward realizing Darwin’s 
conjecture, but they also left a number of critical issues unaddressed. De-
spite rare extensions of Darwinian principles to the social sphere, it took 
much of the twentieth century before these issues again became priorities 
for social scientists.14

1 . 4 .  t h e  r e j e c t i o n  o f  d a r w i n i s m

By the start of the First World War, the uncompleted project to apply Dar-
winian principles rigorously to social evolution was in deep trouble. At that 
time, Darwinian ideas in biology were widely criticized by biologists. While 
Darwin had become famous for providing scientifi c accreditation for the 
idea of human evolution from other species, his core theoretical ideas were 
poorly understood and found relatively few devotees (Bowler 1983, 1988). 
Darwin himself had no adequate explanation of the sources of variation in 
individuals or of the mechanisms of inheritance.

Critics of Darwin complained that natural selection could account for 
neither the origins of variations nor the presumed speed of evolution. Dar-

14. Other early extensions of Darwinian principles to social evolution include Petr Kropot-
kin (1902), James Mark Baldwin (1909), F. Stuart Chapin (1913), and Herbert William Conn 
(1914).
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win’s attempts to deal with these problems resulted in successive editions 
of Origin that were increasingly Lamarckian, in the sense of admitting the 
possible inheritance of acquired characters.

From the 1860s to the 1880s, support grew among biologists for La-
marckian doctrines. A strong group of Lamarckian biologists emerged in 
the United States under the leadership of Edward Drinker Cope and Al-
pheus Hyatt (Pfeifer 1965; Richardson and Kane 1988). On the whole, the 
American Lamarckians were vitalists, believing in the “life force” as the 
driver behind evolution. (But, notably, this doctrine is not found in La-
marck’s own writings.)

Another challenge to Darwin’s theory came from Sir William Thomson 
(later Lord Kelvin) in the 1860s. Using the classical laws of heat production 
and radiation, he calculated that the Earth had existed for a few million 
years. This was not enough time for the evolution of life and complex or-
ganic species to take place by natural selection. Unto his death, Darwin re-
garded this as the most serious objection to his theory. But Lord Kelvin was 
in error. He had neglected the heating effects of radioactive decay. Scientists 
now believe that the Earth has existed for about fi ve billion years.

Further objections to Darwin’s theory emerged. For example, it was ar-
gued that any favorable mutation in a population would be overwhelmed 
and diluted through the interbreeding of organisms; a benefi cial mutation 
would not endure for long enough to be favored by natural selection ( Jen-
kin 1867; Bennett 1870). The critics assumed that each offspring blended 
in some near-medial proportion the characteristics of its parents. We now 
know this assumption to be false. Blending inheritance can maintain varia-
tion as long as a large enough source of hereditable dissimilarity exists. 
But, as a result of the Jenkin-Bennett criticism, Darwin was again forced to 
put more stress on the envisaged possibility of a Lamarckian inheritance of 
acquired characters, although he never abandoned his central principle of 
natural selection. In contrast, Herbert Spencer (1893) regarded the Jenkin-
Bennett argument as one of the decisive objections to natural selection as a 
primary explanation of evolution.

Even Darwin’s closest followers, Alfred Russel Wallace and Thomas 
Henry Huxley, had misgivings about his theory of selection. Wallace (1870) 
thought that natural selection could not explain the evolution of the highly 
complex human mind and turned to spiritualism for an answer. Having 
earned the nickname “Darwin’s bulldog” for his forceful defense of Dar-
win, Huxley nevertheless was unconvinced that natural selection was the 
principal evolutionary mechanism (Kottler 1985). He also gave less empha-
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sis than Darwin to the importance of adaptation. As Michael Ruse (1979, 
223) put it: “But, for all his emotional identifi cation with Darwin, Huxley 
put evolution fi rst and natural selection second.” Also unlike Darwin, Hux-
ley (1894, vol. 9) rejected the idea that Darwinian principles could apply to 
social evolution.

Samuel Butler (1878) published an infl uential attack on Darwin’s theory, 
arguing that natural selection could not account for the evolution of com-
plex organisms. Quoting from secondhand sources rather than Lamarck 
himself, Butler developed a version of “Lamarckism” in which both “want 
or desire” and “inherited memory” aided the evolutionary process. Propos-
ing that Darwinism reduced human beings to purposeless machines, he at-
tempted to restore teleological causation to biology.

It eluded Butler that Darwin had attempted to explain human intention-
ality, not to belittle it. Yet this criticism of Darwin became popular. George 
Bernard Shaw (1921) repeated it in the famous preface to Back to Methuselah. 
Butler’s idiosyncratic doctrine that memory is inherited by offspring from 
parents would today fi nd few adherents. But some of his other views sur-
vive. Many share his mistaken notion that Lamarck saw changes to organ-
isms as resulting from their own volition. Also repeated today is the false 
idea that Darwin’s theory of natural selection depends on a view that hu-
man beings are purposeless automata.

Partly because of the perceived limitations of Darwin’s theory, and partly 
because his “synthetic philosophy” explicitly covered several disciplines (in-
cluding biology, psychology, sociology, and ethics), Spencer overshadowed 
Darwin in the period 1880–1900, and Darwinism was in partial eclipse in 
the scientifi c community. The particular emphasis on natural selection, and 
other detailed features of Darwin’s theory, had a restricted infl uence, even 
among scientists who embraced the general idea of evolution (Allen 1968; 
Bowler 1983, 1988; Sanderson 1990). Evolutionary discourse was, instead, 
dominated by Spencerian and other ideas of automatic progress or develop-
ment, with the causal mechanisms inadequately explained.

The publication of August Weismann’s (1893) critique of the doctrine 
of acquired character inheritance turned the tide against Lamarckism and 
Spencerism in biology, but perceived problems with Darwinism remained. 
Even the emergence of Mendelian genetics in the early years of the twentieth 
century did not immediately rescue Darwinism. Indeed, Mendelian genetics 
and mechanisms such as mutation (De Vries 1909) were seen as alternatives 
rather than complements to Darwin’s ideas. It was not until the 1940s that 
the synthesis between Mendelian genetics and Darwinism was achieved.
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To be extended to the social sciences, Darwinian ideas had to overcome 
the resistance of strong intellectual traditions that either minimized the ap-
plication of common principles to both biology and the social sciences or 
saw those principles as being non-Darwinian in nature. The infl uential so-
ciologist Émile Durkheim excluded both biological and psychological ex-
planations from his theory. Karl Marx and Frederick Engels found “dialec-
tics” in both nature and human society, but they declared that the scope of 
Darwinism was confi ned to biology (Singer 1999; Hodgson 2006a).

In the surge of nationalism before and during the First World War, 
phrases such as Spencer’s survival of the fi ttest and Darwin’s struggle for 

existence were given nationalist and racist associations. Vaguely Darwinian 
ideas were also bandied about to justify or illustrate all sorts of contradic-
tory social and political stances, including nationalism, militarism, imperi-
alism, free trade, individualism, socialism, and even pacifi sm (Himmelfarb 
1959, 407).

In several countries, including Britain and the United States, there was 
a widespread repugnance among intellectuals toward the use of seemingly 
biological language to justify imperialism, nationalism, or war. These senti-
ments were fueled by the antagonism between the rival imperialist powers 
and the carnage of the First World War. Attempts to explain national or eth-
nic attributes in biological terms were rejected, and the very use of biologi-
cal concepts or metaphors in the social sciences was shunned. For many, 
because of its biological associations, the very word evolution became taboo. 
This was the beginning of the “dark age” for evolutionism in the social sci-
ences: “During this time evolutionism was severely criticized and came to 
be regarded as an outmoded approach that self-respecting scholars should 
no longer take seriously. . . .  [E]ven the word ‘evolution’ came to be uttered 
at serious risk to one’s intellectual reputation” (Sanderson 1990, 2). Even 
before the war, in a book that originally appeared in German in 1911, Joseph 
Schumpeter (1934, 57) wrote: “The evolutionary idea is now discredited in 
our fi eld.” Perhaps this mood explains why by 1908 Thorstein Veblen had 
changed the subtitle of his famous and reprinted Theory of the Leisure Class 
from An Economic Study in the Evolution of Institutions to An Economic Study 

of Institutions.15

The American philosopher and pacifi st Ralph Barton Perry (1918) at-
tacked notions of racial superiority and the idea that confl ict was natural 

15. But Schumpeter later revived his use of the word evolution. And Veblen’s commitment to 
the application of Darwinian ideas to the social sphere remained undiminished.
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and benefi cial. He also rejected all associations between biology and the so-
cial sciences. Darwinism was accused of a circularity of logic and a “strong 
tendency to favor the cruder and more violent forms of struggle, as being 
more unmistakably biological” (145).

But the use of the term social Darwinism was very rare, and—despite 
modern folklore—it was not then applied to Herbert Spencer or William 
Graham Sumner. Before the 1940s, the term was generally but infrequently 
used by leftist critics to describe a militarist, racist, or competitive individu-
alist position that they opposed.16

A few years later, Talcott Parsons (see Parsons 1932, 325; and Parsons 
1934, 524)—who was to become the most infl uential American sociologist 
of the twentieth century— conjured the demon of social Darwinism to help 
fi x the supposed boundaries of good and bad sociology. He extended the 
usage of the term from its previous ideological associations to also include 
anyone who believed in the application of Darwinian concepts of variation 
and selection to social evolution. With this changed meaning, social Dar-

winism was applied, not only to doctrines of race struggle or war, but also 
to any application of Darwinism or related biological ideas to the study of 
human society.

In 1944, during the Nazi genocide and the Second World War, Hofstadter 
published the classic Social Darwinism in American Thought. For Hofstadter, 
social Darwinism was found in the use of key phrases such as natural selec-

tion, struggle for existence, and survival of the fi ttest. The term social Darwin-

ism was used, not only as a general description of abuses of biology by the 
Nazis and others, but also as a means of sustaining the established separa-
tion between the social sciences and biology. This separation was also aided 
by the enduring infl uence of Marx and Durkheim in the social sciences.

The degree to which the tide had turned against Darwinian ideas can be 
judged by considering Veblen’s institutionalist followers in the interwar pe-
riod. Veblen himself remained enormously infl uential. But even his closest 
followers were quick to abandon his Darwinian project. Veblen’s student 
Wesley Mitchell (1936, xlix) rejected Darwinism. The leading institution-
alist, John R. Commons (1897, 1924, 1934), saw Darwinian principles as 
inappropriate when applied to economics. Clarence Ayres (1932, 95)—who 
emerged as the de facto leader of American institutionalism after the Second 

16. There is now a huge literature on social Darwinism, and aspects of its meaning and history 
are still under dispute. See, e.g., Bannister (1979), Jones (1980), Bellomy (1984), and Hodgson 
(2004b, 2006a).
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World War—declared that Darwinism was generally fl awed and outmoded 
( Jones 1995; Hodgson 2004a).

Overall, this severe and widespread reaction against Darwinism in the 
social sciences helps explain much of the lasting resistance to the project of 
generalizing Darwinism in this sphere. This resistance has been fueled by 
stubbornly enduring misunderstandings concerning the nature of Darwin-
ism itself.

1 . 5 .  s l o w  r e v i va l  a n d  s t u b b o r n  r e s i s t a n c e

In the hostile intellectual environment of the 1930s and 1940s, the idea of 
Darwinian social evolution lay mostly dormant and undeveloped, until it 
began to be revived after the Second World War.

The famous archaeologist V. Gordon Childe (1951, 175–79) loosely con-
sidered both social institutions and technological innovations as units of se-
lection. In his little book Natural Selection of Political Forces, Adolf A. Berle17 
(1950, 17) proposed: “There exists a law of selection of political forces some-
what analogous to the law of selection of species in the world of biology.” 
Selection would change the frequencies of competing, organized political 
forces (e.g., socialism vs. liberalism). Berle’s book was favorably reviewed 
as an exposition of familiar ideas with an unfamiliar vocabulary—and then 
quickly forgotten.

Around this time, there was also a brief fl urry of interest in Darwin-
ian ideas in economics when Armen Alchian (1950) and Milton Friedman 
(1953) wrote briefl y and without much in-depth analysis of the “natural se-
lection” of fi rms in a competitive market. Alchian’s arguments were met by 
a powerfully skeptical article by Edith Penrose (1952). Later, Sidney Winter 
(1964) argued at length that Friedman’s conclusions could be drawn from 
an evolutionary and competitive process under very special conditions only. 
However, for both sides, this debate was mostly about the usefulness or oth-
erwise of Darwinian analogies, not whether Darwinian principles could be 
applied more broadly to social or economic evolution.

In a classic essay that provides an enduring stimulus, Donald T. Camp-
bell (1965, 24) argued that the appropriate template for social evolution is 
not biotic evolution but a more general process of evolution “for which 

17. Berle and Means (1932) had previously used the term evolution to describe the historical 
development of corporate systems and the supporting legal institutions. But they did not explicitly 
characterize selection processes or elaborate on the details.
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organic evolution is but one instance.” He emphasized the core Darwinian 
principles of “variation and selective retention” and argued that they apply 
to social as well as biotic evolution. Relevant in this process is not only vari-
ation between individuals but also variation between organizations. And 
selection can be both haphazard and deliberate.18

Particularly after the publication of Richard Nelson and Sidney Win-
ter’s (1982) hugely infl uential book and allied works by Kenneth Boulding 
(1981), Friedrich Hayek (1967, 1988), and others, evolution became a vogu-
ish word in economics and other social sciences.19 Evolutionary economics 
became a fashionable label. But, generally, this did not signal any enthu-
siasm for the explicit application of Darwinian principles to social or eco-
nomic evolution.

For example, Nelson and Winter (1982) mentioned Darwin only once 
in their book, preferring instead to describe their approach as Lamarckian. 
Ironically, however, the Darwinian principles of variation, inheritance, and 
selection are clearly manifest in their volume. They have inspired an en-
tire generation of researchers deploying these core Darwinian principles in 
their work—but many dare not speak their name.

Although he embraced Darwinism more than others, Hayek (1973, 
22–23) belittled its signifi cance for his evolutionary theory: “Those eigh-
teenth-century moral philosophers and the historical schools of law and 
language might well be described . . . as Darwinians before Darwin. . . . 
A  nineteenth-century social theorist who needed Darwin to teach him the 
idea of evolution was not worth his salt.” This underestimates the impor-
tance of the specifi c contribution of Darwin, especially in terms of the prin-
ciple of selection.20

Despite the huge revival of evolutionary economics, many of its devo-

18. Campbell’s (1965) essay remains essential reading, but its message is not yet fully absorbed 
in the literature. For example, Lawson (2003) proposes a “PVRS [population-variation-retention-
selection] model” of evolution as a novelty.

19. Tilly’s (1975) classic account of the evolution of European states evokes several Darwinian 
themes. But only recently have political scientists begun to discuss evolutionary ideas more openly 
( John 1999; Thelen 2004).

20. Hayek (1973, 23) hinted at generalized evolutionary principles. He distinguished between 
“the selection of individuals” and “that of institutions and practices” and between “the selection 
of innate . . . [and] culturally transmitted capacities of individuals.” He thus differentiated between 
the selection of biological and social entities and then proposed that “the basic conception of evo-
lution is still the same in both fi elds.” But to complete the picture he should have highlighted that 
(according to his own account) “selection” is central to this “basic conception of evolution” and 
then acknowledged that the fully fl edged principle of selection does not predate Darwin, unlike 
the vaguely defi ned “idea of evolution.”
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tees remain skeptical about whether Darwinian ideas have any relevance to 
their fi eld. Many retain evolutionary claims for their theory but reject Dar-
winism as inappropriate. Some wrongly equate Darwinism with narrowly 
individualistic, selfi sh, or anticooperative ideas that were not promoted by 
Darwin himself. Other critics address particular versions of Darwinism that 
claim that evolution is always a progressive or optimizing process. The crit-
ics then conclude that Darwinism is inappropriate in the social domain. 
They seem unaware of Darwin’s (1871, 1:166) own words: “We are apt to 
look at progress as the normal rule in human society; but history refutes 
this.” Darwin similarly insisted to Charles Lyell on 11 October 1859: “The 
theory of Natural Selection . . . implies no necessary tendency to progres-
sion” (Darwin 1887, 2:210). Despite this rejection of the inevitability of 
progress, Darwin believed that his evolutionary principles could be applied 
to human society.

The extent to which some social scientists have been immunized against 
Darwinism can be gauged by the hysterical reaction in some quarters 
against the rise of sociobiology in the 1970s, particularly after the publi-
cation of two books by Edward O. Wilson (1975, 1978). The Sociobiology 
Study Group of Science for the People entered the fray, declaring immedi-
ately that Wilson had opened the door to racism and other doctrines that 
it explicitly associated with social Darwinism (Allen et al. 1976). Wilson’s 
views were caricatured as an attempt to explain all social phenomena in 
biological terms, whereas Wilson (1978, 153) in fact admitted some space for 
other explanations and declared that human “social evolution is obviously 
more cultural than genetic.”

Whatever the validity or otherwise of Wilson’s detailed views, it is clear 
that he has been misunderstood as an extreme biological reductionist. Wil-
son (1975, 1978) himself rejected the label social Darwinism. There is no 
evidence that he is a racist or a fascist. Furthermore, his passionate envi-
ronmentalism does not align him with exponents of unbridled capitalist 
competition. The critical attack by social scientists on sociobiology provides 
abundant evidence of misquotation and gross misrepresentation, motivated 
by a deeply ingrained resistance to any incursion of Darwinian ideas into 
the social domain (Segerstråle 2000; Vandermassen 2005).

If Wilson is charged with the application of Darwinian ideas to social 
phenomena, then he stands condemned, along with Bagehot, Baldwin, Kro-
potkin, Ritchie, Veblen, and many modern writers who have also applied 
Darwinian principles of variation, selection, and inheritance to social or 
economic change. Alternatively, if he is charged with claiming to explain 
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human social phenomena entirely in biological terms, then he must be ac-
quitted, partly on the grounds of his explicit and repeated claims to the 
contrary. But, if he is charged with exaggerating the possibility of using 
biology to explain human behavior, then there remains a case against him 
to be answered.

The evidence for the prosecution would involve the earlier claim that 
sociobiology predicts common behavioral patterns in tribal societies on the 
basis of shared human genes. But, despite the existence of several impor-
tant universal features of all known societies (Brown 1991; Schwartz 1994), 
there is still enormous variation between cultures. Wilson (1998, 174) later 
admitted: “To a degree that may prove discomforting to a diehard hereditar-
ian, cultures have dispersed widely in their evolution under the epigenetic 
rules so far studied.”

Although the idea of generalizing core Darwinian principles in the social 
sciences has a long history, it has not proved popular. Resistance to abstract 
Darwinian ideas probably results from a general wariness on the part of 
social scientists of the importation of concepts from biology (Degler 1991), 
rather than from any adequately detailed critique of the proposal for a gen-
eralized Darwinism. Dismissals are typically brief. Some have centered on 
the true but irrelevant claim that the detailed mechanisms of social and 
biological evolution are very different. We explain why such critiques are 
off target below.

Some critics mistakenly confl ate universal Darwinism with “genetic re-
ductionism” or “ultra-Darwinism.”21 Although Dawkins is responsible for 
the term universal Darwinism and he is also associated with a gene- centered 
view of biological evolution, the idea of generalizing Darwinism is logically 
independent of whether a gene-centered view is appropriate in biology. Fur-
thermore, generalized Darwinism does not claim that social or  economic 
phenomena can be adequately and entirely explained in biological terms. It 
is not a version of biological reductionism.

Sometimes even Dawkins departs from the gene-centered view. In the 
fi nal chapter of The Selfi sh Gene, he proposed the “meme” as a replicator 
and unit of selection at the cultural level. The genes no longer rule the 
roost alone: ideas or memes also compete among one another for survival. 

21. Rose (1997) has a long chapter entitled “Universal Darwinism?” that very briefl y (175–76) 
mentions memes and “neural Darwinism” (Edelman 1987), dismisses them without effective criti-
cism, and then devotes its remaining twenty pages to biological issues that have no relevance to 
the claim that core Darwinian principles can be generalized to cover social entities and social 
evolution.
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His argument that Darwinism consisted of general and powerful principles 
pulled Dawkins away from an exclusive stress on the gene as the unit of 
selection.

In two powerful essays, David Hull (1980, 1981) explored these tensions 
in Dawkins’s work. He showed that, “in spite of himself” (Depew and We-
ber 1995, 384), Dawkins had implicitly endorsed the idea of selection on 
multiple levels, including the social as well as the biological. Dawkins (1983, 
422) himself admitted: “It is also arguable that today selection operates on 
several levels, for instance the levels of the gene and the species or lineage, 
and perhaps some unit of cultural transmission.” An important point here 
is that Dawkins’s attempt to generalize Darwinism to the social and cul-
tural domain led uncharacteristically but unavoidably to the nonreduction-
ist proposition that selection processes operate on multiple levels.

Contrary to some critiques, the idea of generalizing Darwinism has little 
to do with biological metaphors or analogies. Instead of analogies, which 
are typically inexact and sometimes treacherous, generalized Darwinism 
relies on the claim of common abstract features in both the social and the 
biological world; it is essentially a contention of a degree of ontological com-

munality at a high level of abstraction and not at the level of detail.22 This 
communality is captured by concepts such as replication and selection, 
which are defi ned as precisely and as meaningfully as possible but in a gen-
eral and abstract sense.

What is the difference between analogy and generalization? Analogies 
take phenomena and processes in one domain as reference points for the 
study of similar phenomena or processes in another domain. Differences are 
regarded as disanalogies. Social evolution is clearly disanalogous to genetic 
evolution because of the very different entities and mechanisms of repli-
cation. By contrast, for example, the Keynesian “circular fl ow of income” 
may have some features analogous to those of hydraulic mechanisms, as 
illustrated by the famous Phillips Machine, which simulates money fl ows 
through water in transparent tubes (Barr 1988). Some theories of the busi-
ness cycle use the analogy of a pendulum and deploy similar differential 
equations. These analogical claims are different from generalizations.

Generalization in science starts from a deliberately copious array of dif-
ferent phenomena and processes, without giving analytic priority to any of 
them. Where possible, scientists adduce shared principles. Given that the 

22. Note that levels of abstraction are different in meaning from ontological levels. The former 
are levels within theories, the latter levels in the structures of reality. On Darwinian ontological 
commitments, see also Beinhocker (2006) and Stoelhorst (2008).
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entities and processes involved are very different, these common principles 
will be fairly abstract and will not refl ect detailed mechanisms unique to 
any particular domain. The very triumph of successful generalization is in 
the face of real and acknowledged differences at the level of detail.

For example, the laws of motion in physics apply equally to planets, 
rockets, and billiard balls, despite huge differences of size, composition, 
and shape. We can generalize across these domains because, at an abstract 
level, the same principles apply to all the phenomena, despite major differ-
ences in their features. In biology, and in the social sciences, the phenom-
ena are so complex that scientists supplement general principles by auxil-
iary and particular explanations, thus differentiating these sciences from 
physics (Mayr 1985).

Critics of generalized Darwinism have often failed to distinguish be-
tween analogy and generalization, different levels of abstraction, and dif-
ferent domains of similarity or dissimilarity (Cordes 2006). The claim that 
social evolution and biological evolution are different at the level of detail is 
important and true but, ultimately, irrelevant to the project of generalizing 
Darwinism. Generalizing Darwinism does not rely on the mistaken idea 
that the mechanisms of evolution in the social and the biological worlds are 
similar in a substantive sense.

But the resistance to Darwinism in the social sciences cannot be entirely 
explained in terms of the misunderstandings of opponents. The basic argu-
ment, which has been sustained now for a century and a half, is that the 
core Darwinian principles of variation, inheritance, and selection apply to 
social as well as biological phenomena. Darwinism in biology has made ma-
jor breakthroughs. But an adequate refi nement of general Darwinian con-
cepts such as selection, replication, and inheritance—in terms that could be 
applied to social or economic evolution without forcing it into a biological 
mold—has been lacking, at least until the fi nal years of the twentieth cen-
tury.23 We subject them here to further refi nement. The development of a 
generalized Darwinism has been hindered by internal underdevelopment 
as well as strong external resistance.

1 . 6 .  l o o k i n g  f o r wa r d  f r o m  t h e  pa s t

The earlier literature cited above reveals several uncompleted tasks. First, 
absent in this literature were rigorous defi nitions of the core concepts of a 

23. Notably Hull (1988), Sterelny, Smith, and Dickison (1996), Godfrey-Smith (2000b), Price 
(1995), and Sperber (2000). These contributions are discussed in later chapters.
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generalized Darwinism, including variation, selection, and replication. Gen-
erally, mechanisms of selection were not discussed in much detail. Building 
on recent literature, we propose refi nements and clarifi cations concerning 
these key concepts and mechanisms.

Among these we establish the importance of the distinction between rep-
licator and interactor. Originally, Dawkins (1982) distinguished between 
replicators and their “vehicles,” where the genes are the replicators and the 
organisms their vehicles. Later writers, after David Hull (1980), often prefer 
the term interactor to vehicle, stressing not only the cohesive nature of the 
replicator-carrying unit but also the importance of its interaction with its 
environment.

Following Robert Brandon (1996, 125), the distinction between repli-
cators and interactors “is best seen as a generalization of the traditional 
genotype-phenotype distinction.” Earlier writers discussed above failed 
to  distinguish between the relatively cohesive entity that is actually being 
 selected (the phenotypes or interactors) and the entities that replicate differ-
entially as a result of selection (the genotypes or replicators). We offer refi ned 
defi nitions of these concepts in chapters 4, 6 and 7 below.24

Another important characteristic of our argument is that it is not con-
fi ned to a basic and ubiquitous cultural level of individual behavioral imita-
tion: it also addresses the social institutions found in more complex human 
societies. We consider the nature of sociality and identify social units of 
replication or selection. Many of even the most sophisticated attempts to 
apply Darwinism to cultural evolution—including the work in dual inheri-
tance or gene-culture “coevolution” by Robert Boyd and Peter Richerson 
(1985) and William Durham (1991)—regard ideas as the units of selection at 
the cultural level. Cultural evolution reduces to the selection sets of ideas, 
beliefs, or preferences on a single level. Little connection is made to the vast 
literature in social theory on social structures, roles, positions, and institu-
tions. These are reducible neither to individuals nor to their ideas.

What makes an entity social and more than a common attribute of a 
number of individuals? Because of structured interactive relations between 
individuals, properties emerge at the social level that are irreducible to indi-

24. Some colleagues working in this area have proposed alternative terms to replicator, by in-
cluding instructor and codex. While these have their merits, we see little benefi t and some demerit 
in departing from a word that has now become well established in the philosophy of biology. Fur-
thermore, the notion of “replicator dynamics” is now widely utilized in economic theory. We are 
unaware of any serious alternative to the term interactor. Hence, we follow Hull and what is now 
a conventional view in adopting the replicator-interactor terminology.
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viduals alone. These involve social structures (generally relations between 
individuals) and sometimes social positions (with specifi c roles—e.g., 
sales manager or president—that are irreducible to the properties of their 
incumbents).

Despite earlier important statements of the “natural selection of insti-
tutions,” the concept of social structure has hitherto been inadequately 
incorporated in a Darwinian evolutionary framework. Remarkably little 
progress has been made to date in identifying what social institutions or 
structures are units of replication or selection. We must either follow up the 
hints of Ritchie, Veblen, and others in a more rigorous manner or show that 
such social units of replication or selection are unviable. Ducking the issue 
is unacceptable.25

Recent careful analytic work on group selection is relevant here.26 This 
establishes the special conditions under which groups may emerge as units 
of selection in biological as well as social evolution. But pointing to groups 
as possible units of selection is not enough. It must be shown that groups 
are suffi ciently cohesive to be selected and differentially replicated as enti-
ties. Furthermore, the factors that give rise to relatively cohesive groups 
themselves must be explained.

Clearly, human sociality involves more than the anthill or the beehive. In 
particular, it relies on language and culture, with intersubjective interpreta-
tions of intention and meaning (Bogdan 2000). These complex causal inter-
actions are the basis of emergent social properties. These must be described, 
analyzed, and placed within a theory of social evolution. To establish the 
essence of human sociality and place it in an evolutionary framework, an 
intensive and detailed dialogue must be created between evolutionary and 
social theory.

Our aim is to consolidate the suggestions of Ritchie (1896), Veblen (1899), 
and Keller (1915) concerning social units of selection, but with the signifi -
cant additional benefi t of modern developments in social theory, sociology, 

25. On the concept of social structure, see Kontopoulos (1993), Archer (1995), and Weissman 
(2000). Fracchia and Lewontin (1999) argue that Darwinism does not apply to social evolution. 
They claim that theories of cultural evolution lack an adequate concept of social structure, treating 
populations rather as aggregates. But they do not show that a Darwinian approach to social evolu-
tion would necessarily exclude an adequate treatment of social structures. A multilevel Darwinian 
approach (with group selection) would require a notion of social structure to explain how groups 
or structured populations are maintained.

26. For discussions of group selection, see Boyd and Richerson (1985), Hodgson (1993), Camp-
bell (1994), Sober and Wilson (1998), Bergstrom (2002, 2003), Wilson (2002), Henrich (2004), 
Okasha (2006), Wilson and Wilson (2007), and chapter 7 below.
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psychology, anthropology, and the philosophy of science. This work would 
connect with a substantial body of literature in organization science and 
evolutionary economics that has proposed social replicators such as rou-
tines and suggested viable mechanisms of selection.27 Although envisaged 
more than a century ago, the possibility of a Darwinian and evolutionary 
social science is now in prospect.

1 . 7 .  s c o p e  a n d  o u t l i n e  o f  t h i s  w o r k

The overall aim of this work is to generalize the core Darwinian principles 
to cover social evolution, including the development and selection of orga-
nizations and other institutions.28 We show how Darwinism can guide and 
enhance research in economics and other social sciences.

This project to generalize Darwinism is outlined in chapter 2. We start 
with a sketch of the kind of world to which Darwinian principles apply. 
Such worlds are described as complex population systems in which multiple 
(intentional or nonintentional), varied entities interact with their environ-
ment and each other. These entities face immediately scarce resources and 
struggle to survive, whether through confl ict or cooperation. They adapt 
and can pass on information to others, through replication or imitation. We 
show that the principles of variation, inheritance, and selection apply un-
avoidably to such systems. Complex population systems are found in both 
the natural and the social domains. Social examples include populations of 
businesses, states, and other organizations.

In reply to other evolutionary theorists who try to omit or submerge one 
or more of the core Darwinian principles, we maintain that they are demon-
strably obliged to use them all to complete their theoretical explanations. 
The compulsive logic of complex population systems is Darwinian.

Darwinism is an overarching theoretical framework, rather than a com-
plete theory encompassing all the details. Darwinism is a metatheory that 
applies to a very broad range of empirical phenomena because it excludes 
much detail. Huge differences in the detailed mechanisms of variation, in-
heritance, and selection exist, not only between the biological and the social 
worlds, but also within these two spheres themselves.

27. The literature in question includes McKelvey (1982), Nelson and Winter (1982), Nelson 
(1995), Aldrich (1999), and Becker (2008).

28. Contrary to a popular interpretation that has created immense confusion, Douglass North 
admits that organizations and business fi rms are institutions. See Hodgson (2006c), where North’s 
own words are quoted on this point. We treat the set of fi rms as a subset of the set of organizations, 
which, in turn, is a subset of the set of institutions.
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Chapter 3 considers a number of objections to the overall argument. 
Critics have suggested alternatives to Darwinism as general frameworks to 
understand social as well as biological evolution. It is shown that neither 
self-organization theory nor artifi cial selection offers an adequate overall 
theoretical framework for understanding the evolution of complex popula-
tion systems. It is also argued that the Darwinian framework neither ex-
cludes nor belittles the phenomenon of intentionality, which is more impor-
tant in the human domain.

The familiar objection that social evolution is Lamarckian, rather than 
Darwinian, is considered in chapter 4. While the convinced reader may 
wish to skip the litany of objections in the preceding chapter, chapter 4 
should not be passed over because it also contains some important construc-
tive points. Richard Dawkins (1983) established that, even if the Lamarck-
ian inheritance of acquired characters did occur, the Darwinian principle of 
selection would still be required to complete the evolutionary explanation. 
Following David Hull (1982), the very concept of Lamarckism depends on 
a distinction between genotype (or replicator) and phenotype (or interac-
tor). Without these, the Lamarckian claim concerning the inheritance of 
acquired characteristics carries little meaning.

Some possible ways in which such inheritance can occur in the social 
domain are considered, including the replication of habits (which is another 
important concept raised in chapter 4). In each case, it is shown that the 
label Lamarckian is misleading. Ironically, it is more appropriate for geno-
types and organisms in the biological sphere, but it is in the biological do-
main that Lamarckian inheritance is widely regarded as limited or absent.

Two following chapters are devoted to the refi nement of the key Darwin-
ian concepts of selection and inheritance (or replication). Chapter 5 clarifi es 
the idea of selection and considers some of its different forms. We show that 
selection processes can be subdivided into different types, including sub-
set selection and successor selection. The concept of diffusion is contrasted 
with selection; diffusion is regarded as a type of inheritance where a copy 
of a replicator is established in a second interactor, but without the copying 
of interactors. We also consider the relation between fi tness and selection. 
In cases in which the evolutionary dynamics leave population outcomes 
unrelated to fi tness, these are instances of drift.

Chapter 6 focuses on the replicator concept. We argue that there are dif-
ferent types of replicators. Generative replicators are special because they 
have the potential to enhance the complexity of the system. As well as genes 
in biology, there are examples of generative replicators in the social sphere. 
For an overview of some key concepts and processes, see fi gure 1.1.
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figure 1 .1 . Darwinian evolutionary processes in nature and society.

One of the aims of chapter 7 is to refi ne the defi nition of interactor. When 
group selection occurs, the groups are interactors. A review of group selec-
tion and the interactor concept leads to a methodology for establishing mul-
tiple levels of selection. This leads to an account in chapter 8 of some of the 
major informational transitions in social evolution, including the emergence 
of language, custom, law, and institutionalized science and technology.

While separate chapters are devoted to selection and replication, no 
single chapter has variation as its primary theme. This is not because we 
regard the existence and sources of variation as unimportant. On the con-
trary, understanding the roles and sources of novelty and innovation in so-
cial evolution is one of the most important tasks ahead. The reason why it 
has no separate chapter is that, among the Darwinian trinity of variation, 
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selection, and inheritance, variation is the easiest of the three concepts to 
defi ne in general terms. Yet, by contrast, at a less abstract and more de-
tailed level, and especially in the social sciences, innovation and novelty are 
among the most diffi cult phenomena to explain.

The development of the Darwinian conceptual framework in a manner 
that can be applied to social and economic evolution is the principal aim 
of this work. In the fi nal chapter, we summarize our outline of a Darwin-
ian conceptual framework for the social sciences and set out an agenda for 
future research.
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Generalizing Darwinism
In sum, natural selection and evolution should not be viewed as concepts de-

veloped for the specifi c purposes of biology and possibly appropriable for the 

specifi c purposes of economics, but rather as elements of the framework of 

a new conceptual structure that biology, economics and other social sciences 

can comfortably share.

sidney g .  winter,  (1987)

What is evolution? Etymologically, like the word development, evolution de-
rives from the Latin verb volvere. This means “to roll,” but it can refer more 
broadly to the general idea of motion. The companion verbs evolvere and 
revolvere are more explicit, respectively denoting forward and backward 
motion, as in the unrolling and rolling up of a scroll. The word evolution 
therefore derives from the Latin word associated with a specifi cally direc-
tional and predestined activity; the scroll is unrolled to reveal that which is 
already written within.

In this spirit, the word evolution was fi rst applied to natural phenomena 
by the German biologist Albrecht von Haller in 1744. He used the word 
to characterize embryological development as the augmentation and ex-
pansion of a preformed miniature adult organism, a common idea in the 
seventeenth and eighteenth centuries. Indeed, in biology, the idea of prefor-
mation, where the embryo is deemed to contain in microcosm the form of 
its future development, lasted well into the nineteenth century, being em-
braced explicitly by Herbert Spencer, and subtly affecting Charles Darwin’s 
thought (Richards 1992).

Spencer did much more than Darwin to popularize the term evolution. 
In the fi rst edition of The Origin of Species, Darwin did not use this word 
and wrote evolved only once. Subsequently, he infrequently used the term 
evolution, but, on the whole, he preferred phrases like descent with modifi ca-

tion. Hence, no Darwinian copyright can be imposed on the word evolution. 
Today, evolution is used in a number of senses, and there is little basis on 
which to claim that any one usage has greater legitimacy. Attempts to give 
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evolution some narrower and sharper meaning, whether Darwinian or oth-
erwise, are unwarranted.

Instead of starting from the vague and fruitlessly contested word evolu-

tion, we prefer to commence from the types of phenomena involved. We 
refer to a broad class of systems, involving populations of entities and all 
feasible manifestations of development and change. We then show, under 
some minimal conditions, that ongoing change in such systems is inevitably 
Darwinian in the sense that it must involve Darwin’s central principles of 
variation, inheritance, and selection.

We show in later chapters that this central argument can resist a num-
ber of objections. For instance, some authors point to the theory of self-
 organization and suggest that it is an alternative to Darwinian selection. 
Others point to human intentionality and claim that it is inconsistent with 
the “blind” processes of Darwinism. Others regard Lamarckism and Dar-
winism as rivals, seeing social evolution as an exemplifi cation of the former 
rather than the latter.

We argue that all these objections are mistaken, one way or another. Pro-
cesses of self-organization are very important in nature and society. Human 
intentionality and choice are distinctive and should not be ignored. Many 
propose that the Lamarckian inheritance of acquired characters occurs in 
social evolution. But none of these propositions rules out Darwinism. On 
the contrary, all accounts must heed Darwinian principles to complete their 
explanations.

Clearly, the detailed mechanisms of change are often very different, both 
within and between different types of systems, in nature and in human 
society, but again, as argued below, this does not undermine a generalized 
Darwinian analysis.

Much progress in broadly defi ned evolutionary thinking in the last three 
hundred years has involved the insight that complex outcomes are not nec-
essarily the result of deliberate design, by humans or by God. Such a theme 
is found in the writings of Bernard Mandeville, David Hume, Adam Smith, 
and Carl Menger, as Friedrich Hayek (1973, 1988) and others have discussed 
extensively. All these writers pointed to the emergence of undesigned social 
orders and institutions that resulted from individual interactions.

This was a highly signifi cant but incomplete step. Writers such as 
Mandeville and Smith did not explain how the individuals and their dis-
positions had themselves evolved, and they gave only limited insights into 
why particular undesigned outcomes would survive longer than others and 
could, thereby, be copied or imitated. Darwin (1859) fi lled these gaps with 
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his principle of selection. Humans who were more adapted to their environ-
ment would have a survival advantage over others.

While Mandeville, Hume, Smith, and Menger had shown how unde-
signed social orders and institutions can emerge, Darwinism helps show 
how some but not all of them might survive. The principle of selection helps 
explain adaptedness1 and survival, without assuming that the capacities to 
adapt and survive are given or decreed by a divine creator. Partly for this 
reason, Darwin made a big step ahead of Mandeville, Hume, and Smith.2

This chapter is divided into four further sections. Section 2.2 describes 
the broad type of evolutionary system that we are required to explain and 
shows why Darwinian principles are unavoidable in dealing with such sys-
tems. Section 2.3 gives the other side of the coin. While Darwinian prin-
ciples are always necessary to explain complex evolving population sys-
tems, they are never suffi cient on their own. Attention to specifi c, detailed 
mechanisms is always required. Section 2.4 summarizes the importance of 
a generalized Darwinism for the social sciences. Section 2.5 concludes the 
chapter.

2 . 1 .  c o m p l e x  p o p u l a t i o n  s y s t e m s  a n d 

t h e  i n e v i t a b i l i t y  o f  d a r w i n i s m

What kind of systems are we required to explain? Rather than simple, me-
chanical phenomena, the objects of our discussion are complex systems, at 
least in the sense that they involve a variety of entities that interact with one 
another. Such complex systems produce some outcomes that are not willed 
by any individual entity and have properties that do not correspond to any 
individual entity taken alone.

Still retaining a high degree of generality, we can add some further details 
to this picture. The complex systems considered here involve populations of 

1. Following a convention in biology, adaptedness refers to the fi tness of a trait (or trait com-
plex) in a specifi c environment. By contrast, adaptation often denotes the process by which a set 
of entities of a particular type becomes adapted in terms of its evolutionary history. Thus, in its 
present use, adaptedness relates to the features of organisms; adaptation refers to the process by 
which a population becomes adapted. A second meaning of adaptation is the process of phenotypic 
adjustment of the characteristics of an individual entity in a given environment. This latter use is 
commonly employed in economics and organization theory but not in biology.

2. As Dennett (1995, 28–33) points out, Hume had a “close encounter” with a selection-driven 
theory of evolution in his Dialogues, but he neither developed it nor took it seriously. As noted 
in the preceding chapter, Hayek (1973, 22–23) belittled the signifi cance of Darwin’s advance over 
these predecessors.
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entities of specifi c types. Members of each type are similar in key respects, 
but, within each type, there is some degree of variation owing to genesis, 
circumstances, or both. Ernst Mayr (1976, 1982) famously describes such 
“population thinking.” Diversity in a population is underlined, rather than 
overlooked with an exclusive focus on averages or representative types.

Entities within these populations have limited capacities to absorb some 
materials and energy from a sector of their environment in some manner 
of consumption, and they are able to process some information about their 
environment attained by the use of some sensory mechanisms. Beyond that, 
we do not need to go into further detail about their cognitive and informa-
tional capacities just yet. These entities may or may not have a developed 
brain or memory. They may or may not be capable of refl ecting on their 
circumstances and imagining past or future behaviors. Our characterization 
includes bacteria, birds, and human beings.

Some further elements are necessary to complete the picture. All these 
entities are mortal and degradable, and they need to consume materials 
and energy in order to survive or minimize degradation. However, because 
they do not have access to all environmental resources at once, they face an 
omnipresent problem of local and immediate scarcity.3 These circumstances 
present specifi c problems that must be solved to minimize degradation and 
raise the chances of survival. In short, these entities are engaged in a struggle 

for existence, to use the term adopted by Darwin (1859, 62–63).
Finally, we assume some capacity to retain and pass on to others work-

able solutions to problems faced in the struggle for existence. Examples in-
clude tools and technological know-how. Retaining such problem solutions 
or adaptations means avoiding the risks and labor of learning them anew. 
Given that the entities in the population are mortal and degradable, there 
are also good reasons to assume that some capacity exists to pass on to oth-
ers information about such workable solutions.

This is the basis of the Darwinian principle of inheritance. This term refers 
to a broad class of replication mechanisms, including diffusion and descent 

3. The concept of scarcity is widely assumed by economists but rarely defi ned or discussed 
in detail. When Robbins (1932) described economics as the science of choice under scarcity, he 
defi ned scarcity loosely as a condition under which a resource is “limited.” But there is a big dif-
ference between global or absolute scarcity and scarcity in a local and immediate sense. Many 
resources are globally limited. But useful resources such as skill, trust, and honor do not face the 
same constraints. Nevertheless, all organisms and agents face the problem of scarcity in an imme-
diate sense, referring to the relevant cost of obtaining and processing resources, even if plentiful. 
Such immediate scarcity is universal in complex population systems.
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(Mayr 1991), by which information concerning adaptations is passed on or 
copied through time.

In sum, a complex population system involves populations of nonidenti-
cal (intentional or nonintentional) entities that face locally scarce resources 
and problems of survival. Some adaptive solutions to such problems are 
retained through time and can be passed to other entities. Examples of such 
complex population systems are plentiful both in nature and in human 
society. They include every biological species, from amoebas to humans. 
They would include self-replicating automata, of the type discussed by John 
von Neumann (1966) or appearing in the 2004 movie I, Robot starring Will 
Smith. In addition, and importantly for the social scientist, they include hu-
man organizations such as business fi rms, as long as these organizations are 
cohesive entities with a capacity to retain and replicate problem solutions.4

Having sketched in broad terms the type of evolutionary system we are 
considering, we now come to the crucial step in the argument: an adequate 
explanation of the evolution of such a system must involve the three Dar-
winian principles of variation, inheritance, and selection.5 These are the 
broad Darwinian theoretical requirements that advance a unifying treat-
ment of evolutionary dynamics across empirical domains (Page and Nowak 
2002).6 They do not themselves provide all the necessary details, but, nev-
ertheless, they must be honored. Otherwise, the explanation of evolution 
will be inadequate.

Consider the three Darwinian principles in turn. Each principle is an 
explanatory requirement. First, there must be some explanation of how 
variety is generated and replenished in a population. In biological systems, 
the answers—established since Darwin’s death—involve genetic recombi-
nation and mutations. By contrast, the evolution of social institutions in-

4. Others may prefer to describe replicating social entities more broadly as memes (Dawkins 
1976). But the choice of label does not affect our general argument here.

5. Conceptions of Darwinism, and how Darwinians have presented its message, have them-
selves evolved since 1859 (Hull 1985; Depew and Weber 1995; Keller 2002). Nevertheless, the 
three core principles of variation, inheritance, and selection have endured. They are prominent in 
the long fi nal paragraph of the Origin (Darwin 1859). These core principles long predated and ex-
isted independently of the 1940s synthesis of Darwinism with Mendelian genetics and the discov-
ery of the structure of DNA in 1953. A generalized Darwinism essentially invokes the three core 
principles, not these auxiliary developments. But this does not deny that other processes (such as 
drift or self-organization) are important in particular circumstances.

6. We use the terms variation, inheritance (or replication), and selection. These are similar in 
meaning to the terms mutation, reproduction, and selection advanced in recent infl uential work on 
unifying evolutionary dynamics (Page and Nowak 2002).
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volves innovation, imitation, planning, and other mechanisms very differ-
ent from the detailed processes found in biology (Aldrich and Ruef 2006). 
The general problem of the existence and replenishment of variety remains 
a vital question for evolutionary research in the social and technological 
domain (Nelson 1991; Metcalfe 1998; Saviotti 1996). Innovations are a com-
mon source of new variation, but the determinants of such novelties are not 
fully understood (Witt 2009a, 2009b).

Second, there must be an explanation of how useful information con-
cerning solutions to particular adaptive problems is retained and passed 
on. This requirement follows directly from the broad nature of the complex 
population system that we are required to explain, in which there must be 
some mechanism by which adaptive solutions are copied and acquired. In 
biology, these mechanisms often involve genes and DNA. In social evolu-
tion, we can include the replication of habits, customs, rules, and routines, 
all of which may carry solutions to adaptive problems (see, e.g., Veblen 
1899, 1919; Keller 1915; Nelson and Winter 1982; Hayek 1988; Postrel and 
Rumelt 1992; and Hodgson 2003c). There must be some mechanism that 
ensures that some such solutions (embodied in habits, routines, or what-
ever) endure and replicate; otherwise, the continuing retention of useful 
knowledge would be impossible (Vanberg 1994a).

Third, and not least, there must be an explanation of the fact that entities 
differ in their longevity and fecundity. In given contexts, some entities are 
more adapted than others, some survive longer than others, and some are 
more successful in producing offspring or copies of themselves. Here, the 
principle of selection comes in. As elaborated in chapter 5 below, selection 
involves an anterior set of entities, each interacting with its environment 
and somehow being transformed into a posterior set where all members of 
the posterior set are suffi ciently similar to some members of the anterior set 
and where the resulting frequencies of posterior entities are correlated posi-
tively to some degree to their fi tness in the environmental context. Through 
selection, a set of entities—a population—will gradually adapt in response 
to the criteria defi ned by an environmental factor. Thus, in a cold environ-
ment, the proportion of mammals with more fat or long fur is likely to 
increase.

The principle of selection is different from the principle of variation. The 
latter is the requirement for some explanation of the sources and replenish-
ments of variety. Variety can sometimes be generated by apparently random 
processes, including drift, without the operation of selection.

Drift involves replication, but the outcomes are unrelated to fi tness. It is 
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a process in which solutions that are passed on to the next generation con-
stitute a sample of the currently available solutions, which are uncorrelated 
with fi tness or effi ciency. In nature, genetic drift is a process in which gene 
frequencies in the next generation are unsystematic or random samples of 
the present gene pool. In industry evolution, drift would govern the evolu-
tionary process if investors laid their bets with no regard to past or expected 
performance. But empirical studies portray industry evolution as a selection 
process in which there is some signifi cant correlation between fi rm prop-
erties and survival, even if the properties involved are complex and multi-
dimensional (Audretsch 1991; Audretsch and Mahmood 1994, 1995; Suarez 
and Utterback 1995; Agarwal and Gort 1996; Klepper 2002b).7

Typically, a “dominant design” gradually emerges through a selection 
process (Utterback and Abernathy 1975; Tushman and Anderson 1986; 
Klepper and Graddy 1990; Klepper 1997; Nelson and Winter 2002). Firms 
whose products exemplify the dominant design are thriving, while fi rms 
that are producing something else are ailing. The weeding out of fi rms that 
are unable to meet customer preferences is a very common example of se-
lection in the social and economic domain.

Selection refers to the mechanisms that bring about the survival of some 
variations rather than others, often reducing variety. Even when both vari-
ety creation and selection involve human agency, as is often the case in the 
human domain, the two processes are quite different. Innovation is about 
the creation of new variations; selection is about how those variations are 
tested in the real world. For example, innovating fi rms create new design 
variants, while customers provide differential rewards.

Outcomes of a selection process are necessarily neither moral nor just. And 
there is no requirement that outcomes of a selection process are necessarily 
optimal or improvements on their precursors. Insofar as these outcomes 
relate to fi tness or effi ciency, it is fi tness relative to the given environment 
and effi ciency that is tolerable rather than optimal. The Price formulation 
relates selection to fi tness, but it does not require that fi tness be optimal or 
desirable. Darwinism does not assume that selection brings about globally 
effi cient or (near) optimal outcomes, and, in certain instances, selection can 
even lead to systematic errors (Hodgson 1993; Hull 2001a). There can be 
local and inferior adaptive peaks, or path dependence can limit innova-

7. On the other hand, some studies in specifi c contexts have revealed no systematic relation be-
tween apparent fi tness and survival (Singh 1975). We do not claim that such a relation is universal. 
Industry evolution is often haphazard, and properties conducive to survival are typically opaque.
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tion possibilities (David 1985; Arthur 1989; Levinthal 1997). There is no 
reason to believe that the special requirements needed to asymptote global 
effi ciency are generally prevalent in nature or society (Winter 1964, 1971; 
Gould 2002).

While selection does not necessarily lead to optimality, it is, nevertheless, 
a vital part of Darwinian theory. Without the principle of selection, we have 
no way of explaining systematic changes such as moth populations chang-
ing color or industries varying dominant designs. The selection process sys-
tematically alters the composition of a population because entities receive 
differential feedback from environmental interaction.

It is necessary to explain why some members of a species have greater 
chances of survival and procreation. The move from the natural to the so-
cial world does not undermine this point. Even if there is no mortal struggle 
between rival product designs, business organizations, customs, or institu-
tions, some explanation is required of why some enjoy greater longevity 
than others, why some are imitated more than others, and why some dimin-
ish and decline. Any such explanation must come under the general rubric 
of selection, as defi ned above.

Darwin’s principles of variation, inheritance, and selection are required 
to explain not only evolution within populations but also the origins of 
those populations themselves. Overall, as long as there is a population with 
imperfect inheritance of characteristics, not all individuals having the same 
potential to survive, then Darwinian evolution will occur.

2 . 2 .  b u t  w h y  t h e  c o r e  d a r w i n i a n 

p r i n c i p l e s  a r e  n o t  e n o u g h

Complex population systems are found in both nature and the human so-
cial world. Explanations of their evolution involve shared Darwinian prin-
ciples. It is not that social evolution is analogous to evolution in the natural 
world; it is that, at a high level of abstraction, social and biological evolu-
tion both require these general principles. In this sense, social evolution is 
Darwinian.

Does this ignore the big differences between the mechanisms of social 
and biological evolution? Of course, they are hugely dissimilar in all sorts of 
details (Gould 1996; Fracchia and Lewontin 1999; Wimsatt 1999; Nelson 
2006, 2007b). Nothing in the social domain corresponds closely to DNA 
or sexual recombination. Social units such as routines and institutions can 
change much more rapidly than human DNA, and they replicate by very 
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different mechanisms. As Alfred Kroeber (1948, 260) pointed out, cultural 
evolution involves branches that sometimes recombine or “reticulate,” and 
he claimed that this was a key difference with biological evolution. But Dar-
winism is more general and is not tied to these particulars.8

But all detailed differences are important. While the biological and the 
social are different levels of the same world, the detailed ontology of (say) 
genes is different from the detailed ontology of (say) the immune system, 
and both are very different from the detailed ontology of the human social 
world. A generalized Darwinism proposes that, despite these real and se-
vere ontological differences at the level of detail, there are, nevertheless, 
also common ontological features at an abstract level. Precisely because it 
abstracts from detailed ontological differences, a generalized Darwinism 
cannot explain everything.

To say that two sets of phenomena are similar in general terms does not 
imply that they are similar in detailed respects. Mice and elephants are both 
mammals, but they differ greatly in size, behavior, and life span. Steam en-
gines and internal combustion engines are very different in their mechanics 
and performance, but they are both carbon-fueled heat engines subject to 
the laws of thermodynamics. Many different objects are subject to Newton’s 
laws of motion.

Not only do natural and social evolution differ greatly in their details, 
but also detailed mechanisms differ greatly within the biological world. 
Biological organisms differ enormously in size, life span, and reproductive 
fertility. Some species are social, others not. Not all biological replication is 
sexual, biparental, or via DNA. Haploid and diploid organisms have single 
and paired chromosomes, respectively, and their mechanisms of reproduc-
tion differ in many ways. An even more fundamental difference is between 
prokaryotes (no cell nucleus) and eukaryotes (nucleated). The reproduc-
tion and selection of immunities and neural patterns involve very different 
processes, and these, in turn, are different from replication and selection of 
DNA, but all of these are subject to Darwinian principles (Edelman 1987; 
Darden and Cain 1989; Plotkin 1994; Hull, Langman, and Glenn 2001). As 
well as through seeds, some plants can reproduce by lateral root sprouts or 
suckers, cloning a similar and independent plant with identical DNA. Gen-
erally, replication among invertebrates is very different from that among 
vertebrates. And so on.

8. In fact, biological reticulation can occur through genetic (sexual) recombination or natural 
or (humanly) deliberate hybridization (Sneath 2000). And not all biological evolution is slower 
than social evolution: some bacteria evolve quickly, and very rapid biological replication and mu-
tation can occur with viruses.
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The differences in mechanism within the biological world are as impres-
sive in some ways as the differences between the biological and the social. 
Accordingly, the generalization of the Darwinian principles within biology 
yields propositions of signifi cance far beyond biology itself, encompassing 
the very different and itself intrinsically diverse world of social evolution. 
As David Hull (1988, 403) puts it: “The amount of increased generality 
needed to accommodate the full range of biological phenomena turns out to 
be extensive enough to include social and conceptual evolution as well.”

The ongoing attempts of evolutionary biologists to understand the vari-
ety within the natural world offer a lesson for the evolutionary social sci-
entist. It is not to copy slavishly all ideas from the biological to the social 
domain. It is, instead, to appreciate the evolving panorama of evolution-
ary theory in its attempts to explore and understand this complexity while 
retaining Darwin’s three general principles at the core. The issues are far 
from settled in evolutionary biology (Stadler, Stadler, and Wagner 2001), 
but there is a consensus on the centrality of the Darwinian principles of 
variation, inheritance, and selection.

A recent account of the evolution of evolutionary thought in biology 
points to an expanded synthesis with the principles of variation, selection, 
and inheritance as common core concepts (Kutschera and Niklas 2004). 
These are minimal principles that are common to Darwin’s own work and 
the elaborated synthetic theory. The concepts have been refi ned and now 
rest on solid mathematical description. Our argument implies that these 
three principles are minimal conditions for a theory of evolution.

Given that Darwinian principles operate at a relatively high degree of 
generality, they cannot themselves provide an account of all the details, 
in either the social or the biological sphere. They do not provide a com-
plete theory of everything, from cells to human society. Darwinism pro-
vides an overarching framework of explanation, but without claiming to 
explain every aspect or detail. As noted in the preceding chapter, expla-
nations additional to natural selection are always required to explain any 
evolved phenomenon, such as why some birds have dull, and others color-
ful, plumage. Insisting that evolution was always dependent on its specifi c 
mechanisms or context, Darwin (1859, 314) declared: “I believe in no fi xed 
law of development.”

Accordingly, the transfer of Darwinian principles from biological to so-
cial evolution does not imply that the detailed mechanisms of selection, 
variation, and inheritance are similar. On the contrary, the important dif-
ferences between and within the two spheres suggest that the details are 
very different, and there are bound to be many detailed mechanisms in the 
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social world that are not found in biology. Consequently, the application of 
general Darwinian principles cannot do all the explanatory work for the 
social scientist. Darwinism alone is not enough. But the insuffi ciency of a 
theoretical approach does not itself deny its necessity. Darwinism is insuf-
fi cient, but we have argued above that it is also necessary at an abstract and 
general level. The very generality of Darwinism hints at a multiple-level 
mode of theorizing in complex population systems (Hodgson 2001a).9

The Darwinian framework has a high degree of generality, and it always 
requires specifi c auxiliary explanations. But these auxiliary arguments must 
be logically compatible with general Darwinian principles. The metatheo-
retical framework of Darwinism provides a way of inspiring, framing, and 
organizing these explanations as well as providing key concepts and point-
ing to particular analytic methods (Darden and Cain 1989; Blute 1997; 
Hodgson 2001a). A case in point is the centrality of the Darwinian prin-
ciples of variation and selection in evolutionary theories of economic and 
cultural change (Nelson and Winter 1982, 2002; Boyd and Richerson 1985; 
Hannan and Freeman 1989; Durham 1991; Aldrich 1999).

This does not overlook the important differences between the specifi c 
mechanisms of evolution in biology and in society. On the contrary, Dar-
winism always requires further explanations of the particular mechanisms 
that occur in specifi c cases. In any relevant domain, it points to a combina-
tion of overarching general principles and much more specifi c and detailed 
explanations as a means of understanding evolution in complex systems. 
Indeed, it is the only general framework that has been devised to deal with 
the complex population systems that have been described above. Darwin-
ism here is unavoidable.

The three core Darwinian principles are necessary, but also insuffi cient, 
for a complete theory of evolution in any domain. An important conse-
quence of this observation is the possibility of supporting or refuting claims 
relating to specifi c hypotheses about the way the core principles are actually 
expressed in nature or society. For example, Lamarckism involves a specifi c 

9. As criticized in the following chapter, Witt (1997, 489) holds that the “theory of self-
 organization . . . provides an abstract, general description of evolutionary processes.” Note here 
that Witt’s proclamation of such a “general description” is vulnerable to his own objection (to a 
generalized Darwinism) that such generalities ignore the vital differences between the natural and 
the social worlds. He (wrongly) regards this objection to be crucial evidence against a generalized 
Darwinism but fails to deploy it against his favored general theory of self-organization. Not only is 
self-organization present in both society and nature, but also the core Darwinian principles apply 
at an abstract level to both domains.
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hypothesis about inheritance, macromutation is a specifi c hypothesis about 
the generation of variation, and group selection is a specifi c hypothesis 
about the selection mechanism. The fi rst two have been rebutted in biol-
ogy, while there is empirical support for group selection in some contexts. 
It is, here, important to understand that a number of auxiliary hypotheses 
are consistent with the minimal principles of evolution. In our view, this is 
a strong case for advancing systematic empirical studies of social evolution 
on the basis of common principles.

2 . 3 .  g e n e r a l i z e d  d a r w i n i s m — i t s 

r e l e va n c e  a n d  i m p o r t a n c e

Appropriate generalization is at the core of all scientifi c endeavors. How-
ever, generalization should not go so far as to become vacuous. We believe 
that a generalized Darwinism sustains important propositions and modes 
of analysis that have application and relevance to evolution in human 
societies.10

Darwinism, for instance, establishes the role of variety in the evolution 
of complex population systems. There are vital lessons here for social sci-
entists. In pursuit of tractable models, economists have often aggregated, 
averaged, or assumed away variety. But to neglect variation in complex 
population systems is to overlook their evolutionary fuel. This point has 
been made by evolutionary economists in attempts to remedy defects in 
mainstream models (Metcalfe 1988, 1998; Nelson 1991; Foster and Met-
calfe 2001). We also know from system simulations that the incorporation 
of variation is often crucial (Allen and McGlade 1987a, 1987b). Darwinian 
“population thinking” thus provides an important imperative for empirical 
and theoretical research. Within fully fl edged evolving systems, variation 
among populations of fi rms or other entities must be fully acknowledged 
rather than assumed away or ignored.

There are a number of advantages of a general analysis of selection pro-
cesses that builds on core Darwinian principles. Generalized Darwinism 
provides a focus for inquiry and enables a more systematic accumulation of 

10. Generalizing Darwinism does not mean adopting all Darwin’s ideas. Darwin’s (1859, 
1868) work also contained erroneous specifi c hypotheses relating to biological evolution (e.g., 
Lamarckian inheritance and pangenesis). Some might prefer a term different from generalized 

Darwinism (e.g., expanded synthesis, as suggested by Kutschera and Niklas [2004]), but we use it 
because the three principles of variation, inheritance, and selection originate from and are central 
to Darwin’s work.
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knowledge pertaining to a wider array of selection processes. As we elabo-
rate in chapter 5, it offers a broad defi nition of selection within which we can 
classify and compare different types of selection processes. Furthermore, 
as Hull, Langman, and Glenn (2001) demonstrate, a generalized Darwin-
ism can lead to comparative analyses of selection processes across empirical 
domains. In turn, such empirical comparisons can lead to further revisions 
and refi nements of our understanding of general selection principles.

The application of Darwinian ideas to social phenomena has important 
implications concerning the rationality and psyche of human agents. Prop-
erties of human agents must be susceptible to causal explanation and be 
consistent with general Darwinian principles and our understanding of hu-
man evolution ( James 1890; Dewey 1910; Veblen 1914; Richards 1987; Me-
soudi, Whiten, and Dunbar 2006).

Consider human rationality. Darwin (1974, 84, 115) wrote in 1856: “Men 
are called ‘creatures of reason,’ more appropriately they would be ‘creatures 

of habit.’” Although he did not elaborate further, we can draw out some of 
the implications within a generalized Darwinism.

Darwinian evolution involves the development, retention, and selection 
of information concerning adaptive solutions to survival problems faced 
by entities in their environment. Questions naturally arise concerning the 
nature and material substrate of these adaptive solutions. The biologist and 
philosopher Ernst Mayr (1988) developed the concept of “program-based 
behavior” involving sets of conditional, rule-like dispositions, linked to-
gether into what he termed programs. Instincts and biological genotypes 
incorporate programs. Human ideas, habits, and customs can also have 
 program-like qualities.

Darwinism constantly raises questions of causality and requires explana-
tions of origin. This applies to the dispositional programs behind human be-
havior. Instead of simply assuming that agents hold beliefs and preferences, 
the paradigm of program-based behavior requires an explanation of their 
evolutionary emergence, through both natural selection and individual de-
velopment. Evolution involves both the adaptation of programs to changing 
circumstances and the elimination of other programs through selection.

The conventional rational actor model in the social sciences simply sets 
out assumptions that are consistent with a set of behaviors. By contrast, 
the paradigm of program-based behavior focuses on the explanation of the 
dispositions behind any act. The concept of the program can be subdivided 
between programs that do and do not involve deliberation or conscious pre-
fi guration. The paradigm of program-based behavior has been applied to 
economics by Viktor Vanberg (2002, 2004) and has strong similarities with 
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John Holland’s (1995) theory of adaptive agents. This paradigm is more ad-
equate than a primary focus on rationality and beliefs. The related concept 
of habit—as a particular form of a program—has also been revisited and re-
fi ned in this evolutionary context, as we shall elaborate in later chapters.11

A generalized Darwinism provides a framework in which particular evo-
lutionary patterns and mechanisms can readily be considered. One example 
is the wider use of Niles Eldredge’s and Stephen Jay Gould’s (1977) con-
cept of “punctuated equilibria.” Within biology, this concept has attracted 
some criticism and debate (Somit and Peterson 1992). Some scholars have 
wrongly misinterpreted it as a challenge to core Darwinian principles. In-
stead, a viable concept of punctuated equilibria posits that, under specifi c 
conditions, Darwinian evolutionary processes can sometimes dramatically 
accelerate and that the whole system can shift relatively rapidly from one 
chaotic attractor to another.

A number of authors have applied the concept of punctuated equilib-
ria to social, organizational, institutional, political, cultural, economic, and 
technological evolution (see, among others, Miller and Friesen 1980; Tush-
man and Romanelli 1985; Collins 1988; Krasner 1988; Hannan and Freeman 
1989; Mokyr 1990b; Gersick 1991; Gowdy 1993; Aoki 2001). The viability 
of this concept in specifi c circumstances depends on not only a reconcilia-
tion with the framework of generalized Darwinism but also an examination 
of the specifi c mechanisms of replication and selection that have the poten-
tial to generate such dramatic shifts in the pattern of evolution.

Darwinism focuses our attention on the possible mechanisms through 
which variety is preserved and created. It is remarkable that two of the most 
important mechanisms identifi ed by Darwin (1859) and retained in modern 
biology depend on locational considerations. First, the migration of a group 
to another area with a different physical environment and, second, the use 
or creation of different niches remain two of the most important mecha-
nisms explaining speciation. Related ideas would seem to transfer directly 
to the social or economic domain, for example, with the creation of new 
products or industries in different geographic and institutional contexts. 
In these cases, the new environment and the (relative) isolation of a group 
from the majority create new opportunities for variation.

As the population becomes subdivided into (relatively) isolated subsets, 
small mutations can have bigger overall effects on the population as a whole. 

11. Recent neuroscientifi c and robotic research underlines the importance of modular pro-
grams over all-purpose information processors (Reeke and Sporns 1993; Arkin 1998; O’Reilly and 
Munakata 2000; Sperber 2005).
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Furthermore, the different environments require different fi tness charac-
teristics for survival. New species may emerge as a result of physical sepa-
ration or the demands of different environments. These arguments apply 
equally to human institutions and biological organisms. They particularly 
apply to the evolution of languages and all sorts of customs. In such cases, 
the foremost mechanism is often geographic separation; relative isolation 
leads to subdivision and, often, the creation of new languages.

In addition, there is now a growing literature on how fi rms perform dif-
ferently in different contexts, such as under different regulatory regimes 
or among different types of fi nancial institutions (Whitley 1999; Amable 
2000, 2003; Aoki 2001; Hall and Soskice 2001; Boyer 2005; Kenworthy 
2006; Barnett 2008; Gagliardi 2009).

The examples offered above indicate how the framework of a general-
ized Darwinism can be helpful in organizing and promoting specifi c re-
search programs in the social domain. A generalized Darwinism helps us 
focus on specifi c mechanisms, particularly concerning replication, selec-
tion, and the sources of variation. Applied rigorously, it forces authors to 
be specifi c and precise in defi ning units of analysis. It also obliges analysts 
to be historical because, no matter what the exact setup or units of analyses 
are, such an evolutionary analysis directs attention to processes going back 
into the past, their built-in tendencies to persist (through replication), and 
how the present is created through multiple variations on the past. In that 
sense, all social scientists relying on this framework will be forced to take 
history into account (Mokyr 1996).

By itself, a generalized Darwinism is insuffi cient to provide a com-
plete answer, but it provides a general framework in which additional and 
 context-specifi c explanations can be placed. Its further usefulness depends 
on additional and extensive work. Despite several earlier and partial starts, 
the research program is still in its infancy.

2 . 4 .  g e n e r a l i z i n g  d a r w i n i s m : 

a  s u m m a r y  a n d  c o n c l u s i o n

To repeat: a generalized Darwinism does not assume that the detailed 
mechanisms of social and biological evolution are similar. They are cer-
tainly not. The mechanisms of selection and replication are also very differ-
ent between different entities within the biological domain. Consequently, 
we should expect considerable evolutionary differences (a) between nature 
and society and (b) within society itself. Instead of detailed similarity, the 
idea of generalizing Darwinism depends on a degree of ontological com-
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munality at a fairly high level of abstraction. This communality is captured 
by the broad idea of a complex population system and the formulation of 
general concepts of selection and replication.

Proposals for a generalized Darwinism are also unaffected by the claim 
that Darwinism or the principles of selection, inheritance, and variation are 
inadequate to explain social evolution. They are defi nitely inadequate. They 
are also insuffi cient to explain detailed outcomes in the biological sphere. 
In both cases, auxiliary principles are required. However, none of this un-
dermines the validity of generalization at an abstract level. Insuffi ciency 
does not amount to invalidity. Furthermore, given the existence of complex 
population systems in both nature and society, a generalized Darwinism is 
the only overarching framework that we have for placing detailed specifi c 
mechanisms.

Given these rebuttals, how could one criticize the idea of generalizing 
Darwinism? Critics could argue that the ontology of complex population 
systems does not apply to socioeconomic evolution. Alternatively, they 
could attempt to show that explanations of complex population systems do 
not require the Darwinian principles of variation, inheritance, or selection. 
Finally, they could apply the rigorous defi nitions of variation, inheritance, 
and selection to socioeconomic phenomena and show that the outcomes are 
not particularly meaningful or useful. The idea of generalizing Darwinism 
is not immune to criticism, but previous critiques have generally been mis-
conceived or misplaced.

We hypothesize that much of the resistance to the idea of generalizing 
Darwinism to include social evolution stems from social scientists’ in-
grained suspicion of ideas from biology. Students in the social sciences are 
often warned against social Darwinism and explaining human behavior in 
terms of genes. Not only are the issues more complex than the students are 
usually told, but also the idea of generalizing Darwinism has nothing to 
do with standard (and often dubious) accounts by social scientists of social 
Darwinism, sociobiology, or genetic reductionism. Our project should not 
be confused with these.

Strangely, many opponents of a generalized Darwinism have something 
in common with the reductionists they likewise eschew. Gene-centered 
theorists, biological reductionists, and those evolutionary economists who 
resist a generalized Darwinism all deny the existence of replicators at the 
social level. An adequately formulated generalized Darwinism sustains rep-
lication and selection on multiple levels and resists rather than endorses 
biological reductionism.

On the other hand, the idea of generalizing Darwinism to socioeconomic 
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evolution challenges the long-standing idea among social scientists that so-
cial and biological phenomena should be completely partitioned and that 
social scientists have little to learn from biology. A generalized Darwinism 
is consistent with the idea that human society is embedded in the natural 
world and depends on it for its survival.

We also suggest that a generalized Darwinism sustains important, non-
vacuous propositions that are highly relevant to the evolution of human 
societies. It systematizes the process of empirical inquiry and organizes de-
tailed knowledge pertaining to a wide variety of evolutionary processes.

Furthermore, Darwinian ideas have important implications for social 
scientists concerning the rationality and the psyche of human agents. As-
sumptions concerning human agents must be consistent with our under-
standing of human evolution. Darwinian evolution involves the develop-
ment, retention, and selection of information concerning adaptive solutions 
to survival problems faced by organisms in their environment. Darwinism 
constantly raises questions of causality and requires explanations of ori-
gin. This applies in particular to the dispositional programs behind human 
thought and behavior.

While Darwinism by itself is insuffi cient to provide full answers, it pro-
vides a general framework in which additional and context-specifi c expla-
nations can be placed (Hull 1973). It is a general metatheoretical frame-
work rather than a complete context-specifi c theory. But, as long as we 
are addressing a population of replicating entities, social evolution must be 
Darwinian, whether or not self-organization, human intentionality, and 
Lamarckian inheritance are involved. As long as there is a population of 
replicating entities with varying capacities to survive, then Darwinian evo-
lution will occur.

On the other hand, the theory is falsifi able. It would not apply if there 
were no population variation, no information inheritance, or no selection.12 
That is, Darwinian principles would not apply to a world without variation, 
scarcity, differential fi tness, or the differential replication of key informa-
tion as described above. Furthermore, Darwinism depends on the empiri-
cally falsifi able proposition that selection—which is related to fi tness—is a 
principal mechanism of change. Darwinism is neither strictly universal nor 
unfalsifi able.

12. Although it seems obvious that variation, inheritance, and selection are present in social 
evolution, these conditions are sometimes downplayed. For example, some evolutionary psychol-
ogists claim that culture is evoked rather than replicated. And some evolutionary economists claim 
that selection is unimportant.
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Rivals and Rebuttals
That evolution is a core concept in biology does not mean that it is an inher-

ently biological concept. Evolution can happen in other domains providing 

that conditions for an evolutionary process are in place. Thus, as economists 

applying evolutionary tools to economic phenomena, we can learn from the 

debates on evolutionary biology in order to understand better the logical sta-

tus of concepts such as fi tness, adaptation and unit of selection without in any 

sense needing to absorb the associated biological context.

j .  stanley metcalfe,  ( 1998 )

There are a number of objections to the idea of generalizing Darwinism. 
These arguments are mostly hindering scientifi c progress, and we address 
them before engaging in the constructive development of our argument.

Successive authors have argued over the years that Darwinian principles 
are inappropriate to the social domain because they downplay human in-
tentionality or treat evolutionary processes as entirely blind. A related ar-
gument is that Darwinian selection is inappropriate in the social domain 
because selection therein is artifi cial rather than natural. These objections 
are based on misunderstandings concerning the nature of Darwinism.

Some recent authors have suggested that the idea of self-organization—
where complex outcomes emerge in nature or society without an overall 
plan or design—provides an alternative general theory of evolution in both 
domains. On the contrary, while self-organization is extremely important, 
it cannot itself provide an adequate explanation of the evolution of complex 
population systems.

Another idea has recently surfaced. This is the “continuity hypothesis,” 
according to which human social evolution emerged from and is embedded 
in the constraints shaped by evolution in nature (Witt 2003, 2004; Cordes 
2006). This is a rather obvious statement of fact. But the continuity hypoth-
esis is promoted as an alternative to Darwinism in the social domain.

Another perceived rival to Darwinism is Lamarckism. We devote an en-
tire chapter to this doctrine because of its enduring infl uence in the social 
sciences and because its dissection helps us understand some essential de-
tails of Darwinian evolution. In chapter 4, it is argued that, if Lamarckian 
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inheritance did occur, it would require Darwinian principles to explain its 
role and place in the evolutionary scheme.

3 . 1 .  c a n  d a r w i n i s m  c o p e  w i t h  i n t e n t i o n a l i t y ?

An enduring mischaracterization of the Darwinian account of evolution is 
that it is blind (Commons 1924; Penrose 1952). Specifi cally, some authors 
interpret this alleged blindness within the Darwinian picture of evolution 
as a depiction of organisms, including humans, with little conception of 
what they are doing or where they are going.

On the contrary, Darwin did not treat humans as if they were incapable 
of self-refl ection, reason, foresight, purpose, or planning. Furthermore, 
such attributes are neither irrelevant nor entirely absent in the nonhuman 
animal world. As Darwin (1859, 208) wrote: “A little dose . . . of judgment 
or reason often comes into play, even in animals very low in the scale of na-
ture.” As he repeated the point elsewhere: “Animals possess some power of 
reasoning. Animals may constantly be seen to pause, deliberate and resolve” 
(Darwin 1871, 1:46). He believed that animals had limited powers of reason-
ing, and he neither belittled those powers nor denied them in humans.

But Darwinism does not take intentionality as given. It holds that inten-
tionality and other human mental capacities must have evolved from simi-
lar but less developed attributes among our prehuman ancestors. It insists 
that intentionality must be explained rather than simply taken for granted. 
Intentionality is an evolved property. As Claes Andersson (2008, 232) puts 
it: “The extraordinary explanatory force of Darwinism is due to its ability 
to explain purpose without assuming purpose a priori.”

But many social scientists are used to taking these human mental capaci-
ties as given. The separation of the social sciences from biology for much of 
the twentieth century (Degler 1991) has sustained resistance to Darwinian 
attempts to break down this separation. This is a huge drawback.1

Notwithstanding the reality and importance of intentionality, there are 
some senses in which evolution can be blind. With self-organization, spon-
taneous order, or Darwinian selection, complex design emerges without a 
seeing designer (Vanberg 2004). This does not mean that individual agents 
or organisms within a system are necessarily unable to prefi gure or plan 

1. It is a question of scientifi c inquiry as to what degree mental capacities are explained in terms 
of nurture or nature. While there is evidence of genetic infl uence on the ability to form  forward-
looking expectations (McClearn et al. 1997), a full explanation of mental capacities would involve 
both (within-brain) cognitive processes and human interaction within social structures.
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their own actions. It is simply that they do not plan or predict the overall 
outcome with others, and it is often very diffi cult for them to do so. This 
does not mean that human intentionality and its effects can be neglected.

Donald T. Campbell (1987) argues that any effective capacity for foresight 
or prescience must be based on tried and tested knowledge; otherwise, we 
have no grounds to presume its effectiveness. Accordingly, when genuine 
innovations are launched, we are unable to assess the probability of their 
success or failure—a well-established empirical fact (Klepper and Graddy 
1990; Nelson and Winter 2002). In this sense, innovations are blind. Again, 
this does not undermine the reality or importance of human deliberation, 
intention, foresight, or creativity.

Hence, the term blind in this context has several meanings. Only one 
of them depicts humans as lacking in deliberation or foresight, and this 
is wrongly associated with Darwinism. Given these ambiguities and mis-
understandings, we prefer to drop the term blind in this context. Terms 
such as undesigned or unforeseen are less open to misinterpretation.

Such misunderstandings have been exacerbated by some Darwinians. For 
example, Richard Dawkins (1976, x) famously claimed: “We are survival 
machines—robot vehicles blindly programmed to preserve the selfi sh mol-
ecules known as genes.” Clearly, he uses metaphors to make a point. But he 
does little to compensate for their misleading connotations. He admits that 
humans have consciousness and purpose, but with minimal exploration of the 
meaning of these terms. Dawkins further weakens the meaning of human 
purposefulness by repeatedly ascribing intentionality to the genes. In his 
rhetoric, genes are purposeful, but humans are mere machines. Hence, the 
concept of intentionality is undermined. While Darwin was more careful, 
the reckless use of language by some Darwinians—even if only intended as 
metaphor—has further reinforced the mistaken impression that Darwinism 
denies human intentionality.

Again the separation of the social sciences from biology is part of the 
problem. Intentions and beliefs are central to the understanding of human 
agency in the social sciences. By contrast, natural scientists often focus on 
dispositions and behaviors, with little consideration of the mental delib-
erations of the organism. Even if this were adequate in the natural world, 
knowledge and beliefs become much more important in the study of hu-
man society. To a unique extent, humans attribute thoughts and intentions 
to others in their social interactions. Social scientists are aware of this, but 
their frequent error is to take human mental capacities, beliefs, or pref-
erences for granted, rather than considering them evolving phenomena 
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requiring explanation. They detach mind and belief from nature. On the 
other hand, many people educated exclusively in the natural sciences have 
an inadequate appreciation of the role of belief, intention, and intersubjec-
tivity in human society.

3 . 2 .  d o e s  a r t i f i c i a l  s e l e c t i o n 

e x c l u d e  d a r w i n i s m ?

In a related vein, some authors reject the application of Darwinism to the 
social sphere because it involves natural selection, whereas, by contrast, 
social evolution involves “artifi cial selection.” The American institutional 
economist John R. Commons repeated this view (see Commons 1897, 90; 
Commons 1924, 376; and Commons 1934, 45, 120, 636–38, 657–58, 713), 
and it has its modern supporters. As Commons was aware, it was Dar-
win himself who established the distinction between natural and artifi cial 
(or “methodical”) selection. Employing familiar examples such as pigeon 
breeding, Darwin used artifi cial selection to convince his readers that de-
scent with modifi cation was possible and, thereby, to introduce the con-
cept of natural selection. Note the irony. Darwin used artifi cial selection to 
introduce the concept of natural selection. He emphasized the similarity 
between the two forms of selection, while several social scientists regard 
them as antithetical.

With artifi cial selection, humans manipulate the criteria or environment 
of selection; the selection process is under the control of a human agent. 
But artifi cial selection is not an alternative to natural selection. Darwin did 
not propose that artifi cial and natural selection are mutually exclusive. As 
Darwin’s friend George Romanes (1893, 296) wrote: “The proved capabili-
ties of artifi cial selection furnish, in its best conceivable form, what is called 
an argument a fortiori in favor of natural selection.”

Crucially, the humans doing the selecting are also a product of natural 
evolution. The dispositions, aims, and criteria that they use in artifi cially 
selecting natural specimens or social rules are also themselves the prod-
ucts of cognitive and cultural evolution (Copeland 1936). The phenom-
enon of humans selecting between outcomes or possibilities is important 
and real, but their preferences and choices must also be explained as far as 
possible.

When artifi cial selection does take place, it is not the end of the story. 
Different institutions or societies in which artifi cial selection is involved 
sometimes compete against each other. Hence, some additional processes of 
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evolutionary selection may be involved. Sometimes, despite human inten-
tions, some institutions will survive, while others do not. Natural events or 
other forces may infl uence the selection result. Any outcome of artifi cial 
selection must be tested in the environment. Artifi cial selection cannot re-
place or demote a broader concept of evolutionary selection in human soci-
ety. Some compartmentalizations of artifi cial from natural selection elevate 
intentionality to something distinct and separate from the multiple causal 
linkages of nature. Intentions are real and have effects. Nevertheless, inten-
tions themselves are caused and must be explained.

In the social sciences, it is often still taken for granted that the exis-
tence of human intentionality is suffi cient to explain human action, without 
probing the causes behind intentions themselves. Darwinism does not deny 
belief, choice, purposeful behavior, or foresight: it simply asserts that they 
too are caused and worthy of explanation. Indeed, Darwinism can help 
explain how agents formulate and revise goals, how agents generate new 
alternatives, and why goal-directed behavior very often leads to failure.

3 . 3 .  i s  t h e  t h e o r y  o f  s e l f - o r g a n i z a t i o n 

a n  a l t e r n a t i v e  t o  d a r w i n i s m ?

Is there any alternative general evolutionary theoretical framework? Some 
evolutionary economists have proposed that—instead of Darwinism—the 
theory of self-organization can fi ll this role.2 Self-organization can be defi ned 
as the capacity of a system to determine its own structure on the basis of 
the functional interactions of its components (Misteli 2001, 181). That is, 
self-organization is a process by which interacting elements in a system give 
rise to an ordered pattern or outcome that is intended by no element or out-
side agent (Anderson 2002). Snowfl akes and other forms of crystallization 
are very well-known examples of self-organization in nature. Examples of 
self-organization in living systems include the formation and movement 
of swarms of bees and fl ocks of birds. We can observe intricate patterns of 
interactions as a school of fi sh snakes upstream in the river.3

The existence of self-organized outcomes shows that we do not always 
have to look for a designer to explain their emergence. This counters the 

2. For example, John Foster (1997) proposes that the theory of self-organization provides a suf-
fi cient, general basis for evolutionary thinking in economics, and Ulrich Witt (1997, 489) argues 
that it “provides an abstract, general description of evolutionary processes.”

3. The theory of endosymbiosis proposes that life itself emerged through cellular networking 
and cooperation (Margulis and Sagan 2001).
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mistaken view that all social phenomena are the result of conscious design. 
Many complex and effi cacious human institutions such as language and 
much of common law are not the outcome of a supreme plan. A classical 
example of self-organization in the social world comes from economics. 
Economists point to markets as self-organizing and see Adam Smith’s “in-
visible hand” as a precursor of this idea.

Accepting its importance in nature, is self-organization suffi cient to ex-
plain the origin of species and all complex biological phenomena? The an-
swer is no. Darwin’s principle of selection is also required.

Consider the role of self-organization in living systems. At a very fun-
damental level, the self-organization of chemical hypercycles is thought to 
explain the emergence of life. Emergent chemical hypercycles provide the 
feedback necessary for the emergence of self-reproducing metabolic net-
works. In the absence of emergent hypercycles, there would be no posi-
tive feedback for growth, implying that metabolic networks would simply 
die out (Eigen and Schuster 1979; Kauffman 1993; Hofbauer and Sigmund 
1998). Once self-reproducing metabolic networks have emerged, however, 
a selection process is required for these entities to continue to increase in 
complexity. This is one of the major fi ndings in the hypercycle literature.

An often-cited example of self-organization in biology is the ribosome: 
when the parts are introduced, the structure snaps into place. But the 
shapes of the components that fi t together are the result of past selection; 
some parts fail to self-assemble when structure-altering mutations are intro-
duced. Self-organization depends on both anterior and posterior processes 
of selection.

In fact, leading proponents of self-organization in biology do not see 
it as an alternative to natural selection. Stuart Kauffman (1993) made a 
power ful argument that natural selection alone cannot explain the origin 
of complex organisms. Systems involving nonlinear interactions constitute 
a large number of possible states, most having little survival value. Kauff-
man argued that processes of self-organization channel systems into more 
restrictive possibilities by way of positive feedback. But Kauffman further 
argued that selection sustains organisms at a level of complexity beyond 
that explained by the principles of self-organization in isolation.

Self-organization may be necessary to explain the emergence of a num-
ber of complex phenomena, such as the formation of new species in na-
ture (Stewart 2003). But, in the absence of selection, there is little chance 
of the development of increasingly complex structures. Thus, Kauffman 
(1993, 465) saw self-organization and selection, not as alternatives, but as 
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a “natural marriage.” He and several other pioneers of self-organization 
theory do not present their argument as an alternative to Darwinian theory. 
Jeffrey Wicken (1987) wrote of “extending the Darwinian paradigm,” not 
exterminating it. David Depew and Bruce Weber (1995) considered “Dar-
winism evolving,” not Darwinism abandoned. Weber and Depew (1996, 
51) wrote: “The very concept of natural selection should be reconceived 
in terms that bring out its dynamical relationships with chance and self-
 organization. In our view, Kauffman’s recent work, as expressed in The Ori-

gins of Order [1993], does just this.” What is involved here is a revision and 
extension of natural selection theory, not its negation. Kauffman (1995, 8) 
himself called for a “revision of the Darwinian worldview,” not its abandon-
ment. As he also related: “I have tried to take steps toward characterizing 
the interaction of selection and self-organization. . . . Evolution is not just 
‘chance caught on the wing.’ It is not just a tinkering of the ad hoc, of brico-
lage, of contraption. It is emergent order honored and honed by selection” 
(1993, 644).

Kauffman’s (2000) later work on self-organization reinforces this point. 
Once self-organized systems and subsystems emerge, natural selection 
acts on these self-organized structures once they emerge. Far from being 
an alternative to natural selection, self-organization requires it in order 
to determine which self-organized units survive. Accordingly, other self-
 organization theorists, such as the biologist Scott Camazine and his col-
leagues, similarly recognize that self-organization complements rather 
than displacing the “orthodoxy” of natural selection. Echoing Kauffman, 
Camazine et al. (2001, 89) write: “There is no contradiction or competi-
tion between self-organization and natural selection. Instead, it is a coop-

erative ‘marriage’ in which self-organization allows tremendous economy 
in the amount of information that natural selection needs to encode in the 
genome. In this way, the study of self-organization in biological systems 
promotes orthodox evolutionary explanation, not heresy.” Consequently, 
evolutionary economists who propose that self-organization theory is an 
alternative to Darwinian principles are at variance with their prominent 
mentors in self-organization theory. Leading theorists of self-organization 
recognize that natural selection is required at some point in the explana-
tion. Otherwise there is a gaping hole in the argument.

An exclusive focus on self-organization would concentrate on the devel-
opment of the entity, neglecting its interactions with its environment, and 
providing no adequate explanation of how the entity comes to be adapted 
to survive in this environment (Cziko 1995). The mistake is to concentrate 
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entirely on internal development and evolution from within, even to the 
extent of defi ning evolution in these narrow and unwarranted terms.4

On the contrary, in biology, neither individuals, species, nor ecosystems 
are entirely self-transforming. Evolution takes place within open systems in-
volving both endogenously and exogenously stimulated change. Generally, 
evolution takes place through both internal changes and interactions with 
the (possibly changing) environment.

Often, the environment changes because of migrations and intrusions 
from another region. As already observed by Darwin (1859), isolation mech-
anisms have important effects on the evolutionary path of ecosystems. Iso-
lation gives new variation time to evolve slowly but generally reduces the 
level of new variation that is being produced. The breakdown of isolation 
mechanisms increases the level of variation present in a population, some-
times leading to the overcoming of system rigidities.

In biology, much change in a given area is due to the introduction from 
other regions of existing species, which then interact with their new neigh-
bors and affect the course of evolution. Exogenous shocks, such as meteor 
impacts and climate change, are also believed to have had a major infl uence, 
leading to the extinction of some species and the expansion of others.

Likewise, in social evolution, exogenously stimulated change is some-
times of great importance. Exogenous shocks sometimes overcome the ri-
gidity of the system. Many historical examples illustrate this, such as the 
seventeenth-century revolutions in England being sparked by forces from 
Scotland and elsewhere. The arrival of American warships in Tokyo Bay led 
to the Meiji Restoration of 1868 and the abrupt transition of Japan from a 
feudal to a Western-inspired capitalist society. The occupation of Japan and 
Germany by American and Allied troops in 1945 also led to major institu-
tional changes. The course of institutional evolution was altered by the in-
trusion of new forces across the boundaries of the system, as in many other 
cases of institutional transformation being promoted by invasion or other 
forces from outside.

4. Witt (2003, 13) has repeatedly defi ned evolution as “the self-transformation over time of a 
system.” This echoes similar and equally confi ned conceptions of evolution as primarily a system 
changing according to its own internal logic (Marx 1976, 90–92) or “from within” (Schumpeter 
1934, 64), among others. Nevertheless, Witt’s emphasis on the creation of novelty is entirely con-
sistent with a Darwinian approach, especially when external as well as internal stimuli for creativ-
ity are taken into account and a necessary selection process to weed out useless novelties is added. 
Indeed, without some process of selection, Witt cannot explain why some novelties prove fruitful 
and others are dropped.
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On its own, self-organization theory can adequately explain neither the 
current adaptedness nor the process of adaptation to the environment. It 
also leaves unexplained the effects of environmental change on a population 
of entities. In biology, self-organization is insuffi cient to address the contin-
gent nature of life and the basic problem of survival and reproduction. Self-
organization explains neither the characteristics of the elements that inter-
act to create the emergent order nor how the emergent order adapts and 
survives in the broader environment. It leaves out two necessary processes 
of selection: that which led to the original population of (interacting) ele-
ments and that which led to the survival of the particular emergent order.

The leading biologist Theodosius Dobzhansky (1962, 16) wrote: “No 
theory of evolution which leaves the phenomenon of adaptedness an un-
explained mystery can be acceptable.” Some theory of adaptation and sur-
vival is essential. Lacking such an account, self-organization is highly in-
adequate as a general evolutionary theory. Gary Cziko (1995, 323) similarly 
argued: “The laws of physics acting on nonliving entities can lead to spon-
taneous complexity, but nothing in these laws can guarantee adapted com-
plexity of the type seen in living organisms. . . . Of all the complex systems 
and structures that may self-organize due to the forces of nature, there can 
be no assurance that all or any of them will be of use for the survival and re-
production of living organisms.” In other words, self-organization does not 
address the survival potential of a self-organized system. Self- organization 
may help us understand the emergence of pattern and order, but it cannot 
account for the survival of the emergent order itself, especially when com-
pared with rival entities or organisms.

At this stage, it is useful to distinguish the concepts of ontogeny and phy-
logeny. In biology, ontogeny refers to the growth and development of single 
organisms from embryo to adult. In this case, changes in the genotype are 
irrelevant to the explanation. Similarly, self-organization involves an onto-
genetic evolutionary process, in that it addresses the development of a par-
ticular organism or structure and not necessarily the constituent elements.

This does not rule out the possibility that ontogeny can also involve the 
natural selection of entities within the organism. For example, the growth 
of many organisms involves the natural selection of immunities, neural pat-
terns, and (often benefi cial) bacteria in their gut (Edelman 1987; Plotkin 
1994; Hull, Langman, and Glenn 2001). Likewise, the ontogenetic growth 
of a fi rm may involve the internal selection of individuals. Hence, some self-
organizing processes involve some (phylogenetic) selection of constituent 
components of the emerging structure.



5 6  c h a p t e r  t h r e e

But self-organization does not necessarily involve selection or phylogeny. 
Phylogeny relates to the evolutionary history of a sizable related group of 
organisms, such as a species. It refers to the evolution of a whole popula-
tion among which selection occurs. As a result of selection, the gene pool in 
the whole population changes. Natural selection is always phylogenetic as 
well as ontogenetic, in that it addresses the evolution of whole populations 
of organisms or structures as well as the development of individual organ-
isms. Ontogeny may but does not necessarily incorporate phylogeny, but 
phylogeny always incorporates ontogeny. The two concepts differ in their 
generality; ontogeny is necessarily an aspect of phylogeny, but the reverse 
is untrue.5

From the point of view of the overall evolutionary process, complete 
evolutionary descriptions require a phylogenetic account of the selection of 
ontogenetically developing units. Hence, self-organization cannot provide 
a complete evolutionary theory even when it is important (and, perhaps, 
essential). This must involve phylogeny as well as ontogeny. If we are con-
fi ned to ontogeny, then our description of the evolutionary process does not 
address the differential survival and fecundity of different (self-organized) 
structures or organisms. Self-organization cannot replace selection.

Self-organization means that complex structures can emerge without 
design, but these structures are themselves subject to evolutionary selec-
tion. Some will survive longer and be more infl uential than others: se-
lection will operate. We regard these issues as vital for social evolution. 
Conscious choices, competitive pressures, market forces, or environmental 
constraints operate on habits, customs, technologies, institutions, and even 
whole economies. Many of these contain self-organized structures, but this 
neither precludes nor demotes the role of selection.

Self-organization does not stand up as a general theory of evolution be-
cause it is not universal within complex population systems. It alerts us 

5. The status of phylogeny vs. ontogeny has triggered the famous evo-devo dispute in biology 
(Gilbert, Opitz, and Raff 1996; Baguñà and Garcia-Fernàndez 2003). A number of developmental 
biologists call for a new synthesis of evolutionary biology and developmental biology (an evo-
devo synthesis) because “macroevolutionary questions are not seen as being soluble by popula-
tion genetics, and the developmental actions of genes involved with growth and cell specifi cation 
are seen as being critical for the formation of higher taxa” (Gilbert, Opitz, and Raff 1996, 357). 
This emphasizes ontogeny more than other accounts that accent phylogeny. But, whatever their 
relative importance (which is largely a matter for empirical inquiry), the evolution of populations 
always involves both phylogeny and ontogeny (Stadler, Stadler, and Wagner 2001). Given this, the 
generalized Darwinian framework can accommodate any outcome of this dispute over relative 
importance.
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to the possibility that order can emerge from the interaction of elements. 
While it is vital to the explanation of some evolved phenomena, it is not 
a general process. It offers little in terms of explanation, particularly 
of adaptation or survival. It is no alternative to Darwinism, but a useful 
complementary concept that aids understanding of complex systems span-
ning multiple levels of organization. The challenge, then, is to understand 
how selection and replication shape the dynamics of systems where self-
organization is present.

3 . 4 .  f r o m  c o n t i n u i t y  t o  d i s c o n t i n u i t y ?

The “doctrine of continuity” formulated by Thomas Henry Huxley and the 
more recent continuity hypothesis advanced by Ulrich Witt both address 
the relation between the natural and the human worlds. To avoid confu-
sion, we need to clarify them both. Furthermore, while one is a core idea 
in Darwinism, the other is mistakenly presented as Darwinism’s rival. Our 
position is that both these ideas are valid enhancements of Darwinism, par-
ticularly when applied to human evolution.

In a paper of 1874 (see Huxley 1894, 1:236–37), Huxley explained the 
doctrine of continuity as the Darwinian view that evolution cannot make 
huge leaps and that phenomena such as human consciousness are preceded 
by lower degrees of deliberation and awareness in our prehuman ances-
tors.6 He argued that no “complex natural phenomenon comes into exis-
tence suddenly . . . without being preceded by simpler modifi cations” and 
that this applied in particular to human consciousness: “In the individual 
man, consciousness grows from a dim glimmer to its full light, whether we 
consider the infant advancing in years, or the adult emerging from slum-
ber and swoon.” Furthermore: “The lower animals possess, though less 
developed, that part of the brain which . . . [is] the organ of consciousness 
in man.” They also “have a consciousness which, more or less distinctly, 
foreshadows our own” (1894:236–37). Huxley argued that important evolu-
tionary developments—such as sight and consciousness—are always fore-
shadowed by earlier evolutionary outcomes and adaptations. The doctrine 

6. It is a common misunderstanding that continuity is a contrast to rapid change. Rapid change 
depends on the timescale of the relevant dynamics. If the process is fast enough, then a continu-
ous process may look like a discontinuity to the human observer. Note that Huxley’s doctrine can 
accommodate periods of relatively fast evolutionary change. Even with punctuated equilibria (El-
dredge and Gould 1977; Gould 2002), relatively rapid evolutionary changes take place over many 
thousands of years and involve numerous small and discrete causal steps.
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of continuity insists that all evolutionary developments must be the result of 
a material and causal evolutionary process. Genes give rise to other genes, 
organisms give rise to other organisms, and species give rise to other spe-
cies (Hull 1976, 174). Similarly, habits give rise to other habits, institutions 
give rise to other institutions, and technological paradigms give rise to other 
technological paradigms. Darwinism characterizes selection processes in 
terms of continuity by descent.

Witt’s (2003, 2004) continuity hypothesis was coined in apparent igno-
rance of Huxley’s doctrine of continuity. Witt’s (2004, 131–32) continuity 
hypothesis proposes that natural evolution has “shaped the ground, and 
still defi nes the constraints, for man-made, or cultural, evolution . . . not 
withstanding that the mechanisms and regularities of cultural evolution 
differ from those of natural evolution. The historical process of economic 
evolution can be conceived as emerging from, and being embedded in, the 
constraints shaped by evolution in nature.” We fully agree with this broad 
hypothesis. Indeed, we cannot imagine how it could be false. It is a fact that 
all aspects of human social evolution emerge from and are embedded in 
“the constraints shaped by evolution in nature.”7

Witt’s valid idea predates Darwin and modern evolutionary theory. For 
example, Auguste Comte (1853, 2:112) wrote: “Biology will be seen to afford 
the starting point of all social speculation in accordance with the analysis of 
the social faculties of Man and the organic conditions which determine its 
character.” Since Darwin, the idea that the natural world shapes and con-
ditions the social has become commonplace, even among social scientists. 
We cannot think of a reputable contemporary social scientist who believes 
otherwise.8

Our differences lie elsewhere. We hold that the abstract Darwinian prin-
ciples of variation, selection, and inheritance are not confi ned to the bio-
logical domain. In contrast, Witt claims that cultural evolution is driven by 
different mechanisms and principles than biological evolution. He there-
fore questions the relevance of the principles of variation, selection, and 
inheritance for understanding cultural evolution.

Such a view would have diffi culty dealing with the fact that several hu-
man biological characteristics, such as large brains, small jaws, menstrua-

7. Witt’s defi nition neither excludes nor endorses the proposition that cultural evolution can 
be explained entirely in genetic terms. In practice, he eschews such reductionism, as do we.

8. Cordes (2006, 531) sees the continuity hypothesis as negating Darwinian principles in so-
cial evolution. But nothing in Witt’s (2003, 2004) or Cordes’s (2006) defi nitions of the continuity 
hypothesis implies such a rejection.
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tion, and lactose tolerance, have emerged through a Darwinian process 
of coevolution of interacting biological and social levels (Durham 1991; 
Dunbar 1993, 1998; Wills 1993; Deacon 1997; Ehrlich 2000; Wrangham 
2009). It would require drawing a sharp line between the biological and 
the social domains in cases where such a division is diffi cult to establish. 
On the contrary, biological evolution is sometimes channeled by culture. 
Because the biological and the social are so deeply entwined, it is diffi cult 
to confi ne powerful general principles to one domain alone. Ironically, by 
contrast, Witt ends up defending a good measure of discontinuity rather 
than continuity.

Rather than denying the broad application of Darwinian principles, we 
can sometimes separate the dynamics according to the involved timescales. 
Many social processes, such as industry evolution, operate on much shorter 
timescales than some processes in nature. In analyzing industry evolu-
tion, we can, therefore, safely ignore biological evolution even though such 
changes can very slightly affect the human gene pool. However, when we 
consider how production methods can promote the epidemiological spread 
of salmonella and other bacteria, it is clear that evolutionary processes in 
nature and society are sometimes interacting in an enhanced manner. The 
infl uence of human production on climate change is another case in point. 
The study of interacting evolutionary processes in nature and society is of 
primary importance for advancing the evolutionary program.

3 . 5 .  c o n c l u s i o n

The arguments in this chapter expose several misunderstandings and 
demonstrate that several purported rivals to Darwinism are not rivals at 
all. On the contrary, Darwinian principles are required even when self-
 organization or artifi cial selection occurs. Self-organization refers to the de-
velopment of a single entity and does not deal adequately with adaptation 
and selection in populations of multiple entities. Artifi cial selection of rules 
or institutions may result from the actions of governments or law courts, as 
Commons (1924, 1934) explained. But other modes of institutional selection 
occur, including by competition, conquest, or war. Furthermore, even when 
artifi cial selection occurs, the principles, dispositions, and preferences of 
the agents doing the selecting also require explanation (Copeland 1936).

Another false claim is that Darwinism denies or downplays intention-
ality. Intentionality, and the capacity to prefi gure in the mind the conse-
quences of actions or events, is much more developed in humans than in 
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other species and must, therefore, be highlighted in a Darwinian account of 
the evolution of human social phenomena. There is nothing in Darwinian 
principles that excludes such an emphasis.

We also think that it is confusing to think of Darwinian evolution as 
blind. We prefer more precise descriptions, such as those concerning the 
uncertainty of actions in a complex environment, the emergence of un-
designed phenomena, and the existence of unintended consequences.

Finally, we have considered notions of continuity between the social and 
the natural worlds. Huxley’s doctrine of continuity is a central tenet of Dar-
winism. Witt’s continuity hypothesis proclaims in similar terms that the 
social is grounded in the natural, but it is strangely combined with a strong 
reluctance to extend Darwinian principles to the social domain.
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The Lamarckian Confusion
Let us fi x the Lamarckian evolutionary process well in our minds.

george bernard shaw,  ( 1921 )

Cultural evolution is commonly said to be Lamarckian rather than Darwin-

ian, but there has been surprisingly little effort to work out a precise theory 

of its principles.

john m aynard smith,  ( 1988 )

This chapter criticizes misleading depictions of social evolution as Lamarck-
ian and shows that Lamarckism is not an alternative to Darwinism. But it 
also has a constructive agenda. Because accounts of Lamarckism in social 
evolution evoke social learning, we take the opportunity to address this con-
cept in box 4.1. Also, because Lamarckism typically involves claims concern-
ing inheritance, it obliges us to clarify this concept. This, in turn, establishes 
the importance of the distinction between genotype and phenotype—and 
the more general distinction between replicator and interactor. This gen-
eral distinction turns out to be of vital importance in the understanding of 
social evolution, even when the issue of Lamarckism has been left behind.

Consequently, empirical applications of Darwinian principles must iden-
tify relevant replicators and interactors. We specify individual habits and 
organizational routines as primary examples of replicators. Surpassing the 
vague term meme gives more precise guidance for future empirical work.

4 . 1 .  s o m e  p r e l i m i n a r i e s

Since the theoretical and experimental work of August Weismann (1893), 
Lamarckism has been generally excluded in modern biology because there 
is no apparent mechanism by which the acquired characters of an earthly 
organism can be transferred to its genotype.1

1. There is a minority view among biologists that the inheritance of acquired characters may 
be possible in a restricted set of circumstances, such as the transfer of acquired  immunities from 
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box 4 . 1  Cultural transmission and social learning

Cultural transmission involves the replication of habits where individuals are 
instructed by parents, teachers, or drill sergeants. Such replication from indi-
vidual to individual is a fundamental process in the evolution of culture (Boyd 
and Richerson 1985; Durham 1991; Dunbar, Knight, and Power 1999; Richer-
son and Boyd 2004). Individuals acquire habits of language, social norms, ta-
boos, role conceptions, personality types, and professional skills from parents 
(vertical transmission) and other teachers (horizontal transmission). Boyd and 
Richerson (1985, 40) reviewed empirical evidence in support of this view:

1. Laboratory experiments show that humans learn from others with great fa-
cility. Social learning theorists have shown in some detail how an individual 
can acquire a very large cultural repertoire.

2. Studies of socialization in more naturalistic settings have shown that child-
rearing patterns are correlated with behavioral variations in children.

3. A large body of psychometric and sociometric studies measuring correla-
tions among offspring, genetic parents, and various classes of potential cul-
tural parents; provides ample evidence of cultural transmission despite an 
inevitable tendency for the effects of genetic, cultural, and environmental 
variation to be confounded.

4. Historians, sociologists, and anthropologists have found a number of strik-
ing examples of cultural inertia, situations in which cultural ancestry is 
important in changed situations or traditional cultural differences persist in 
similar environments.

More recent theoretical and experimental studies of social learning (including 
Mesoudi and Whiten 2003; Schotter and Sopher 2003; McElreath et al. 2005; 
Kirby, Cornish, and Smith 2008) have vastly expanded our understanding of 
these processes. We have a richer knowledge of the role of such factors as hier-
archy and cognitive framing in the transmission of information from individual 
to individual.

mother to child (Steele 1979; Ho and Saunders 1984; Jablonka, Lachmann, and Lamb 1992; Steele 
et al. 1998; Gottlieb 2001). And, although there is evidence of epigenetic inheritance (Pennisi 
2008), it is debatable whether it can be described as Lamarckian (because the environment af-
fects gene expression rather than genes themselves). We entirely abstain from evaluating these 
arguments in biology, and our argument here would be unaffected by either their validity or their 
falsehood. The imaginary journey below to Planet Lamarck is a thought experiment, asking the 
question, If Lamarckian inheritance existed, what would be involved? It does not mean that we 
believe in the possibility of Lamarckian inheritance in biological organisms on Earth. And, con-
cerning life on other real planets, we have insuffi cient knowledge to form an opinion.
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By contrast, prominent economists and other social scientists, including 
Jack Hirshleifer (1977), Herbert Simon (1981), William McKelvey (1982), 
Richard Nelson and Sidney Winter (1982), Robert Boyd and Peter Richerson 
(1985), Friedrich Hayek (1988), and Arthur Robson (1995), have described 
social or economic evolution as Lamarckian. A dispute within organization 
science over the extent to which fi rm routines can adapt is often described 
as a contest between Darwinian and Lamarckian conceptions of organiza-
tional change (Usher and Evans 1996).2

According to van de Ven and Poole (1995), the Darwinian evolution of 
organizations means that traits are inherited through intergenerational pro-
cesses, whereas Lamarckian evolution means that traits can be acquired 
within the lifetime of an organization through learning and imitation. It 
is surprising to see that many works actually agree with this distinction 
and promote Lamarckian evolution over Darwinian (Hedlund 1994; Helfat 
1994; Metcalfe 1994; Rosenberg 1992), without much consideration of the 
nature of either form of evolution.

Unfortunately, the precise meaning of Lamarckism, and the relation of 
Lamarckism to Darwinism, is often unclear. Critics of this Lamarckian 
 terminology are few, among them David Hull (1982, 1988). John Wilkins 
(2001) portrays Lamarckism as an ambiguous term with three different 
meanings:

The fi rst meaning of Lamarckism is the notion that acquired characters 
can or will be inherited. Jean Baptiste de Lamarck strongly promoted 
this idea, but it was not original to him.3 We discuss this notion of La-
marckism extensively below.
A second strong theme in the writings of Lamarck—which he developed 
rather than originated—is that evolution leads to greater complexity. Al-
though later Lamarckians such as Herbert Spencer took up this idea, it 
has today grown beyond its Lamarckian associations.

2. To add further confusion, Reydon and Scholz (2009) have recently argued that the work 
of McKelvey (1982) and Hannan and Freeman (1989) is not Darwinian because it lacks an ad-
equate explanation of organizational diversity. If true, this would mean, not that this work was un-
 Darwinian, but simply that the Darwinian account was incomplete. Incomplete Darwinism does 
not disqualify the label Darwinian: it means that more work must be done within the Darwinian 
framework. For the label Darwinian to be unwarranted, the approach would have to be incompat-
ible with Darwinism. This is not the case. See also Lemos (2009).

3. Lamarck (1984, 113) himself believed in the stronger version of this thesis, that all acquired 
characters are inherited: “All the acquisitions and losses wrought . . . through the infl uence of the 
environment . . . are preserved by reproduction to the new individuals.”

•

•
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A third use of the label Lamarckian entails an emphasis on will, choice, or 
volition in the process of evolutionary change. Many Lamarckians have 
invoked such concepts to explain the development of acquired character-
istics (e.g., Butler 1878). But Lamarck himself emphasized neither will nor 
volition, and their association with Lamarck originates from his hostile 
critic Georges Cuvier (Boesiger 1974; Burkhardt 1977; Lamarck 1984).

The third meaning—that Larmarckism entails an emphasis on will, 
choice, or volition in the process of evolutionary change—is acceptable and 
does not exclude Darwinism. Although human mental capacities are more 
highly developed, most living organisms anticipate, choose, and strive for 
prefi gured goals. These intentional factors play a role in biological as well 
as social evolution. The nature and sophistication of these cognitive mecha-
nisms has an enormous bearing on adaptation and survival in the evolution-
ary process. This was a theme in Darwin’s own writings, and it has been 
developed by Darwinian biologists (Mayr 1960; Waddington 1969, 1976; 
Corning 1983).

It is when these anticipative and purposive capacities are assumed to 
have somehow appeared without cause and independently of an evolution-
ary process that the third meaning becomes problematic. Yet this extraor-
dinary version of the third meaning is as far from Lamarck himself as one 
could imagine.

In its uncontroversial form, the third meaning acquires more bite when 
it is combined with the fi rst meaning: volition thus becomes part of the 
mechanism by which new characteristics are developed and acquired. The 
third meaning says nothing about inheritance, which is the key element in 
the fi rst meaning.4

The volitional acquisition of characteristics is often contrasted to the al-
legedly blind or random mutations in some versions of Darwinism. How-
ever, Darwin himself never wrote of random mutations, and, in principle, 
core Darwinian principles are broad enough to accommodate both contrast-
ing accounts. Furthermore, volition and randomness are neither mutually 
exclusive (think of the stock market) nor strictly necessary for Darwinian 
evolution to occur.

We accept the possibility, in the social if not the biological sphere, that 

4. In her defense of the description of cultural evolution as Lamarckian, Kronfeldner (2007) 
emphasizes the third meaning, in the sense of problem solving leading to directed variation. She 
ignores the inheritance and evolution of these problem-solving capacities.

•
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some (social) phenotypes (or interactors) can affect their (social) genotypes 
(or replicators), just as fi rms can alter their routines in the Winter (1971) and 
Nelson and Winter (1982) models. Our argument below addresses problems 
in the other part of the argument, concerning the inheritance of acquired 
characters. Hence, the controversy surrounding the label Lamarckian cen-
ters mostly on the fi rst meaning.

Contrary to a widespread view, Lamarckism and Darwinism are not mu-
tually exclusive. This is confi rmed by inspection of the following defi nitions 
of these terms:

Darwinism is a general theoretical framework for understanding evolu-
tion in complex population systems, involving the inheritance of replica-
tor instructions by individual units, a variation of replicators and inter-
actors, and a process of selection of the interactors in a population.
Lamarckism is a doctrine admitting the possibility of the (genotypic/ 
replicator-to-replicator) inheritance of acquired (phenotypic/interactor) 
characters by individual organisms or entities in evolutionary processes.
Weismannism (or neo-Darwinism)5 is a doctrine denying the possibility of 
the (genotypic/replicator-to-replicator) inheritance of acquired (pheno-
typic/interactor) characters by individual organisms or entities in evo-
lutionary processes.

In two independently drafted papers (Hodgson 2001b; Knudsen 2001), 
we asked whether social evolution is Lamarckian or Darwinian. We held 
that Darwin’s principles of variation, selection, and inheritance apply to 
both biological and socioeconomic entities. But we also accepted a La-
marckian possibility in social evolution, regarding the issue as a matter of 
empirical inquiry. We left the question of the extent of Lamarckism in so-
cial evolution open. In the present chapter, we go further, by considering 
the conceptual limits to Lamarckian social evolution in more depth.

Key phenomena such as learning allow the development and transmis-
sion to subsequent generations of adaptations much more rapidly among 

5. Note that this is only one of three or more meanings of this confused term that are currently 
in use. As here, neo-Darwinism has been taken to refer to a Darwinism modifi ed by Weismann’s 
work and the denial of the inheritance of acquired characteristics. But it is also used elsewhere 
to refer to the “neo-Darwinian synthesis” of Darwinism and Mendelian genetics in the 1930s 
and 1940s. More recently, it has been used to refer to “gene-centered” versions of Darwinism 
developed by Williams (1966), Dawkins (1976), and others. The moral here is that the term neo-

 Darwinism should be used very sparingly at most and, even then, always clearly defi ned.

•

•

•
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humans than among other species. We fully accept that cultural transmis-
sion occurs in human societies and is much more important there than 
in other species. Human culture is unique in its nature, dimensions, and 
signifi cance.

But such observations do not themselves justify the label Lamarckian. 
Lamarckism involves the inheritance of acquired characteristics. Inheritance 
means more than merely “passed on.” If it were merely the latter, then the 
spread of a virus among members of any species would be evidence of La-
marckism. No biologist regards such commonplace epidemiological conta-
gion as Lamarckian. The concept of inheritance is invested with a different 
meaning: it must involve the transmission of crucial information from one 
genotype (or replicator) to another. That is why the genotype-phenotype 
(or replicator-interactor) distinction is essential to any full defi nition and 
explanation of a Lamarckian process. Those who think otherwise are chal-
lenged to provide a defi nition of Lamarckism that uses the concept of inheri-
tance in a sense that excludes contagion.

In biology, the genotype is the complete genetic coding of an organism, 
consisting of instructions to help guide its growth and development. Most of 
these instructions depend on environmental triggers or stimuli. The pheno-
type is its actual form and character, including its behavioral propensities 
and capabilities. Each individual phenotype develops according to the in-
structions in its genotype and the infl uence of environmental conditions, 
including interactions with other organisms. The genotype-phenotype dis-
tinction is a case of the more general distinction between the replicator 
and the interactor (Brandon 1996). In later chapters, we refi ne the general 
concepts of replicator and interactor and apply them to social evolution.

Genes are not the only replicators, even in the biological sphere. Fol-
lowing others, we propose that replicators exist at the social level as well as 
the biological. Candidates include ideas, memes, habits, and routines. The 
possibility of Lamarckism at the social level hinges on the existence or other-
wise of two mechanisms: one that encodes acquired characteristics in the 
replicator and another that conveys the acquired characteristics from one 
social replicator to another. We examine this possibility below.

The remainder of this chapter is structured as follows. Section 4.2 con-
cerns biological evolution and the theoretical reasons why any Lamarckian 
transmission must, in practice, be limited (if, indeed, it exists at all) in any bi-
ological system. Several of these theoretical reasons turn out to have a appli-
cability beyond biology alone. The signifi cance of the genotype-phenotype 
and replicator-interactor distinctions is also established. We show this by 
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a visit to an imaginary planet where Lamarckian transmission does exist 
among its biological species. This sets the stage for the discussion of social 
evolution in section 4.3. Some possible social replicators are considered, with 
a view to exploring possible distinctions between replicator and interactor at 
the social level. We then consider the possibility of, and limits to, Lamarck-
ian transmission in social evolution. Section 4.4 concludes the discussion 
of Lamarckism. Section 4.5 underlines the importance of the replicator-
interactor distinction for the constructive arguments in this book.

4 . 2 .  p r o b l e m s  o n  p l a n e t  l a m a r c k

To explore further the theoretical limits to Lamarckism, we consider the vi-
ability of a hypothetical inheritance system on Planet Lamarck. We later ex-
plain the signifi cance of this discussion for social evolution on Planet Earth. 
The fi rst humans to explore Planet Lamarck were a group of evolutionary 
economists and organization theorists.6 They observed the reproduction 
of several species, including a giraffe-like organism. They noted that, with 
each generation, some characteristics were further exaggerated. With the 
giraffes, for example, each generation would give rise to offspring with a 
longer neck, resulting in a discernible increase in neck length through the 
giraffe lineage, from generation to generation.

One evolutionary economist quoted Joseph Schumpeter (1934, 64) and 
argued that this evolutionary process seemed to operate in the giraffe spe-
cies as if “from within.” But her colleagues pointed out that the increase 
in neck length occurred in an environment where the giraffes depended 
on sustenance and were reaching for the uppermost leaves in the trees and 
that the impact of the environment should not, therefore, be ignored. They 
persuaded each other that biological evolution on this planet was, in fact, 
Lamarckian and similar in its essentials to the Lamarckian processes of 
social and cultural evolution that they had analyzed in human society on 
Earth. Accordingly, they named the planet Lamarck.

In their report on the biological evolution of organisms on Planet La-
marck, the social scientists included the diagram reproduced in fi gure 4.1. 
Their account of the evolution of organisms on the planet noted the in-
dividual developmental process of each organism from Oi to Oi′ in each 
generation i, subject to environmental infl uences Ei. The offspring in the 

6. Our lawyers have urged us to state that any resemblance to any living evolutionary econo-
mist or organization theorist is purely coincidental.
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next generation inherited and started with the acquired characteristics of 
Oi′ in the form Oi+1, and these were, in turn, developed and augmented into 
Oi+1′. This process was then repeated indefi nitely. The observers proposed 
that this was formally similar to their Lamarckian models of learning pro-
cesses in human organizations and cultures on Earth, where, in each dis-
crete stage, knowledge Ki builds on and develops to Ki′ while adapting and 
testing in environmental conditions Ei, and this knowledge is accumulated 
and transmitted onto the next stage.

The social scientists added a caveat in their report that they did not have 
training in biology and that it would be necessary for a group of evolution-
ary biologists to explore Planet Lamarck in order to confi rm their observa-
tions and results. The evolutionary biologists on Earth were very critical 
of the report. They asked, How could it be possible for a characteristic ac-
quired in the development of one organism to be passed on to the next gen-
eration? The next generation is not a mere photocopy of its predecessor, so 
what mechanism could account for the transmission of these characteristics 
from generation to generation?

In addition, the evolutionary biologists on Earth pointed out that the model 
portrayed in fi gure 4.1 cannot distinguish between genuine inheritance and 
more superfi cial infection or contagion. This distinction again depends on 
attention to the mechanisms of inheritance that were treated inadequately.

The critics also objected that this picture of inheritance on Planet La-
marck does not explain why acquired improvements are favored over ac-
quired impairments or injuries. If an organism becomes aged or infi rm or 
is injured or mutilated, then no reason is given why these impairments are 
not immediately passed on to the offspring. Presumably, these characteris-
tics would also be apparent at their birth. So newborn giraffes would not 
only have necks as long as their parents but also inherit any rheumatism, 
diminished virility, and failing eyesight.

In their application for a research grant to fi nance a second exploration 
of Planet Lamarck, the evolutionary biologists hypothesized that, for these 
reasons, it was unlikely that all acquired characters would be inherited.

figure 4.1 . A process of evolution (or contagion?).
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They also set out a framework using the biological concepts of genotype 
and phenotype. They noted in particular that the evolutionary economists 
had made little use of these key concepts but that they were necessary to 
sustain an adequate account of evolution on Planet Lamarck—or Lamarck-
ian evolution elsewhere, if, indeed, it existed. They also noted that other 
theorists of social or cultural evolution, including enthusiasts of memes, 
had either failed to mention the genotype-phenotype distinction in that con-
text or failed to reach a consensus regarding the identifi cation and consis-
tent specifi cation of the meme genotype or the meme phenotype (Dawkins 
1976; Blackmore 1999).7

Pouring more skepticism on the claims of the memeticists and other so-
cial scientists, the evolutionary biologists cited a paper by the philosopher 
of biology David Hull (1982) arguing that memetic evolution cannot be La-
marckian but must be Darwinian. According to Hull (1982, 278): “Social 
learning is not an instance of the inheritance of acquired characters.” For 
him, it is more like epidemiological infection or contagion. He thus rejects 
the notion that Lamarckian transmission is involved. For Hull (1982, 309), 
the inheritance of acquired ideas or memes is not an instance of the in-
heritance of acquired characters because ideas and memes are analogous 
to genes, not characteristics: “In order for sociocultural evolution to be La-
marckian in a metaphorical sense, conceptual genotypes must be distin-
guishable from conceptual phenotypes and the two must be related in ap-
propriate ways.” If we make this important distinction, and if we choose to 
treat memes or ideas as genotypes, then the spreading of ideas or memes is 
like the spreading of genes and does not necessarily involve the inheritance 
of acquired characters.

To appreciate that social learning and cultural transmission are more 
than the contagious spread of ideas, we should consider notions of informa-
tion storage and replication. Consequently, we must consider the possibility 
of meaningful social genotypes (or replicators). For Hull, the transmission of 
ideas or memes is more like the spread of genotypes than the acquisition of 
characteristics. If we deny this by regarding the genotype-phenotype dis-
tinction as unwarranted, then we have no way of distinguishing between 
acquired character inheritance and contagion.8

In emphasizing the importance of the genotype-phenotype (replicator-

7. The Journal of Memetics announced its own demise in 2005 and included a number of obitu-
aries for the troublesome concept of a meme.

8. In the next chapter, we discuss the concept of diffusion, which is especially important at 
the social level. By defi nition, diffusion is more than contagion because it involves one interactor 
copying the replicators of another. It is a form of inheritance, but it is defi ned in terms of replica-
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interactor) distinction, the evolutionary biologists expanded the crude evo-
lutionary picture in fi gure 4.1 into the more sophisticated presentation in 
fi gure 4.2. In both cases, for clarity the diagram omits a selection effect in 
order to focus on Lamarckian inheritance. Selection would operate at the 
population level: entities with less fi t phenotypes would exit the popula-
tion, and the distribution of genotypes would change. New entities would 
enter via replication, with the more fi t phenotypes leaving more replicas 
than the less fi t. This would further alter the distribution of genotypes. In 
the presence of a fairly stable environment and a replication process that 
reliably transmitted genotypes between generations, the population would 
slowly and systematically adapt to that environment. The biologists knew 
all this, but, following good scientifi c practice, they wanted to examine the 
effect of Lamarckian inheritance in isolation.

Figure 4.2 illustrates the supposed inheritance process on Planet La-
marck, with its reported inheritance of acquired characters.9 The variables 
Gi and Gi′ refer to the genotypes of organism i in a lineage of organisms. Pi 
refers to the developed phenotype. In order to keep the presentation simple, 
we have not distinguished between stages of phenotypic development. It 
must be emphasized that phenotypic development is an outcome of both 
the genotype and the environment. In the construction of a more complete 
evolutionary theory, developmental process must be brought fully into the 
picture.

The fi rst organism has a genotype G1 that instructs its development d1 
(denoted by a thicker arrow) into phenotype P1. This phenotype refl ects en-
vironmental conditions E1 as well as genotypic characteristics G1. Somehow, 

tors rather than (acquired) characters. Neither contagion nor diffusion is necessarily a Lamarck-
ian process.

9. Similar multilevel transmission diagrams can be found in Boyd and Richerson (1985) and 
Durham (1991) and are now in widespread use in the literature.

figure 4.2 . An expanded evolutionary schema with Lamarckian inheritance.
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through a process of Lamarckian transmission l1 (denoted by a  downward-
pointing arrow), some or all of the characteristics of this phenotype are 
encoded in the same organism’s genotype, so G1 transforms into G1′. Of 
course, such Lamarckian transmission l is minimal or absent at the biologi-
cal level on Earth. But, on Planet Lamarck, we can consider the possibility 
that a fraction of information might be transferred with an organism from 
phenotype to genotype. Some or all of this information might be trans-
ferred in process l.

Next, through mating or whatever, replication occurs. So the informa-
tion in genotype G1′ is passed on to the next generation in the form of geno-
type G2. The same process repeats in this and subsequent generations. By 
the time we have reached the third generation, the genotypic outcome G3′ 
carries information gathered from its ancestral genotypes, including some 
accumulated phenotypic information encoded in genotypes, refl ecting pre-
vious environmental conditions E1, E2, and E3.

The evolutionary biologists noted that, without the conceptual distinc-
tion between genotype and phenotype, the phenotype and genotype rows 
in fi gure 4.2 would be confl ated into a single row, and the characteristi-
cally Lamarckian process l would disappear from the picture. Accordingly, 
claims that (biological or social) evolution is Lamarckian, whether valid or 
not, depend on a clear distinction between genotype and phenotype (or rep-
licator and interactor) in order to be adequately meaningful. Few previous 
advocates of Lamarckian social evolution have paid suffi cient attention to 
this point. This is curious because the very existence of Lamarckian trans-
mission turns on this distinction (Hull 1982, 1988, 2000; Aunger 2002).

Some Lamarckians have denied that developments such as the growth 
of a giraffe’s neck must result from genotypic instructions. It is here that 
the third, volitional interpretation of Lamarckism is sometimes invoked. 
But, even if the giraffe could use its own willpower to stretch its neck, we 
would then have to explain why it has a disposition to act purposefully in 
this manner. The cause and evolutionary origin of this volitional propensity 
would itself have to be explained. No answer to this question is available 
except for a Darwinian one, in which such a willful propensity somehow 
gives the giraffe a fi tness advantage and is, thus, favored by natural selec-
tion. But this argument also requires that the volitional propensity is itself 
genetically encoded. Consequently, the propensity to stretch the neck again 
derives from the biological genotype.

Lamarck (1984, 113) himself argued that “a more frequent and continu-
ous use of any organ gradually strengthens, develops and enlarges that or-
gan . . . while the permanent disuse of an organ imperceptibly weakens and 
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deteriorates it.” This famous Lamarckian principle of “use and disuse” does 
not help matters either. Again, we must search for a causal explanation, 
why the use of an organ leads to enlargement or strengthening and disuse 
to diminution. For these processes to occur in a systematic way, there must 
be a mechanism in the body that reacts to use or disuse and causes such 
strengthening or weakening. This mechanism must be inherited and, thus, 
must be an outcome of the genotype. Hence, Lamarck’s principle of use 
and disuse cannot escape the requirement that the outcomes derive from in-
structions in the genotype played out in specifi c environmental conditions.

In systems without Lamarckian inheritance, the environment affects 
the distribution of genotypes solely through a process of selection on the 
expressed phenotypic properties (traits) present in the whole population. 
Some phenotypes are less adapted than others to a given environment. 
Given a systematic relation between genotypes and phenotypes, the gene 
pool can, thus, change from generation to generation as a result of selec-
tion (Price 1995). Selection occurs on Planet Lamarck, but it is relatively 
less important in the explanation of the evolution of the genotype. Hence, 
Lamarckians such as Herbert Spencer gave relatively less emphasis to selec-
tion in their evolutionary theory.

In their grant application, the evolutionary biologists elaborated the fol-
lowing theoretical argument. The inheritance of acquired characters must 
be distinguished from something akin to epidemiological infection or con-
tagion, where one phenotype infl uences a second phenotype without corre-
sponding changes in the second genotype. The propensity to grow a longish 
neck must be encoded in the genotype of the newborn giraffe. Especially 
with Lamarckian transmission, this genotypic inheritance mechanism is 
necessary to avoid newborn giraffes having necks as long as their parents’. 
Instead, these offspring inherit a genotypic propensity to grow long necks. 
This genotypic propensity is passed from generation to generation.

But there is nothing specifi cally Lamarckian about the inheritance of 
a propensity to grow a long neck. Giraffes on Earth inherit such a pro-
pensity, without Lamarckian meddling with their DNA. For Lamarckian 
inheritance to occur, the longer necks of the parents must further enhance 
the propensity to grow a long neck that is encoded in their genotype, and 
this enhanced genotypic propensity must then be passed on to the genotype 
of the parents’ offspring. Hence, Lamarckian replication must involve the 
following two essential stages:

L1. Although its genotype already contains instructions to develop a par-
ticular characteristic (such as a long neck), this realized phenotypic out-
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come somehow causes an amplifi cation of these genotypic instructions, to 
enhance this characteristic even further.

L2. Through reproduction, the instructions that favor this additional devel-
opment are also passed on to the next generation.

Compare these points with Hull’s (2000, 55–56) defi nition of Lamarckism:

Inheritance is Lamarckian if the environment changes the phenotype of an 
organism in such a way that this organism is better adapted to the environ-
mental factor that produced this change. This phenotypic change must then 
be transmitted somehow to the genetic material so that it can be passed on to 
the offspring of the organism through reproduction. These offspring then are 
born with this acquired characteristic more highly developed or with a strong 
tendency to produce this characteristic more highly developed. Lamarckian in-
heritance is the literal inheritance of acquired characteristics. The transmission 
must be genetic, and the relevant effect must be phenotypic.

Hull’s formulation is close to ours.10

A key element in both stage L2 and Hull’s statement requires further 
emphasis. The Lamarckian “inheritance of acquired characteristics” must 
mean more than the mere inheritance of the capacity to grow a long neck. 
The genotypic instructions that lead to the realization of this outcome must 
somehow lead to the amplifi cation of those instructions. Lamarckian organ-
isms must have genotypes that provide positive feedback on the genotypic 
instructions that promote this growth.

Having clarifi ed the meaning of Lamarckian inheritance, the evolution-
ary biologists explained why they were skeptical that such a process of in-
heritance existed. They identifi ed some dangers in excessive feedback from 
phenotype to genotype. Given that particular environmental cues trigger 
only a subset of a large range of phenotypic possibilities, an organism repre-
sents only one of the adaptive outcomes that are possible given its genotype. 
The genotype carries the accumulated wisdom of past generations, in many 
environments. To preserve this valuable heritage, this genotypic baseline 

10. By insisting that “Lamarckian transmission must be genetic,” Hull seems to immediately 
rule out the possibility that (literal?) Lamarckian transmission can exist with social and other rep-
licators that are not genes. Rather than excluding the possibility of Lamarckian social evolution 
by an act of defi nition at the outset, we prefer to explore the possibility with social replicators. 
Despite her differences with Hull, Kronfeldner (2007) replicates his questionable and imprecise 
usage of the terms literal and metaphoric in this context, where they refer respectively to genetic 
and nongenetic inheritance.
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must not adjust too rapidly in response to current phenotypic outcomes.11 

Accordingly, Lamarckian inheritance would somehow have to preserve 
much of the genetic material that is not actually expressed in the current 
phenotype. Hence, Lamarckian inheritance cannot be so strong that it dis-
torts or overwhelms this legacy.

In a Lamarckian process of inheritance, genetic instructions must be al-
tered to correspond to previous phenotypic change through a mechanism of 
back translation. Back translation of an acquired trait requires an accurate 
identifi cation and modifi cation of the genes that correspond to this and only 
this trait, such as a long neck. Error in back translation of an acquired long 
neck might instead promote a smaller neck or larger feet.

It is diffi cult to conceive of such a reliable process, especially with mod-
ern knowledge of the complexities of genetic coding and expression (Stumpf 
et al. 2008). Such a process presumes that the environment acts like an 
expert computer software redesigner, understanding the complex intercon-
nections between each piece of coding, and knowing which instructions 
to preserve and which to modify. It must anticipate how the environment 
interferes with genetic instructions as the new organism develops from em-
bryo to maturity. Such a degree of detailed, complicated, and fortuitous re-
programming is very unlikely to happen in the haphazard and undesigned 
turmoil of nature. Readily solving the problem of back-translating pheno-
typic traits to genetic information requires a one-to-one mapping of pheno-
type onto genotype. No such mapping is known in biology or elsewhere.12

Another problem concerns the very meaning of an acquired charac-
ter. The evolutionary biologists pointed out that, logically, there were two 
entirely different types of acquired characters, depending on whether it 
(i) resulted or (ii) did not result from instructions in the genotype. In the 
fi rst case, there is nothing specifi cally Lamarckian about a character result-
ing from its genotypic coding. As argued above, Lamarckism must  refer to 
the additional process by which the genotype somehow encodes the en-
hanced characteristic so that the next generation does not have to start de-
veloping from the same starting point.

In the second case, the acquired character does not result from instruc-
tions in the genotype. Neither can it result from (unintentional or inten-

11. See Maynard Smith and Szathmáry (1999) and Knudsen (2001, 2002b). DNA has a remark-
able mechanism for limiting mutations. Consisting of two strands, one can be checked against the 
other by an enzyme and, if necessary, repaired by other enzymes.

12. Some biological research suggests that the mapping of phenotype onto genotype is many-
to-one or even many-to-many (Stadler, Stadler, and Wagner 2001).
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tional) behavior in the organism because behavioral dispositions can them-
selves be genetically inherited. The remaining possibilities are degradations 
due to environmental interactions, including accidental impacts. Unfortu-
nately, most accidental impacts result in injuries. Hence, prominent cases 
of acquired characteristics include injuries and other impairments. But, for 
species to evolve, the effects of such deleterious acquired characters must 
be restricted. To provide a complete explanation, we need to account for the 
existence of suffi ciently tight limits that disallow the inheritance of useless 
and injurious characters. The only possible explanation for the evolution of 
the limits necessary to fi lter the many useless and injurious characteristics 
is natural selection. Accordingly, Lamarckism depends on the Darwinian 
principle of selection in order to explain why any disastrous propensity to 
inherit acquired impairments does not prevail. As Richard Dawkins (1986, 
300) argues: “The Lamarckian theory can explain adaptive improvement in 
evolution only by, as it were, riding on the back of the Darwinian theory.” 
If Lamarckism is valid in any particular domain, it depends on Darwinian 
mechanisms of selection for evolutionary guidance.

Lamarckian inheritance requires natural selection for guidance; hence, 
it must not overreach the effects of natural selection. We know that natural 
selection works very slowly and erratically and, therefore, that the genera-
tional effects of any Lamarckian inheritance, with its strong injurious bias, 
must be small by comparison.

Consider the possibility that there is competition on Planet Lamarck be-
tween Lamarckian and non-Lamarckian species. For Lamarckian inheri-
tance to prevail, it must bestow an advantage. The most obvious advan-
tage would be the encoding and replication of fortuitous adaptations to a 
given environment (assuming that the inheritance of impairments could 
somehow be avoided). But this advantage would be reduced in complex 
or changing environments because Lamarckism might rapidly lead to the 
species being locked in to a precarious inferior peak in the fi tness surface. 
Accordingly, there are good theoretical reasons why biological evolution on 
Planet Lamarck, as on Earth, is largely or entirely non-Lamarckian. Hence, 
Lamarckism faces severe theoretical limits.

The evolutionary biologists made all these theoretical points in their re-
search grant application and then made the case that empirical inquiry into 
the inheritance mechanisms on Planet Lamarck was essential to ascertain 
whether such an unlikely outcome of Lamarckian inheritance did, in fact, 
exist. They left for Planet Lamarck some time ago, and we have yet to re-
ceive their research report.
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In the meantime, it was noticed by some social scientists that many of 
the key points in the application for research funding for the expedition 
of the evolutionary biologists to Planet Lamarck were quite general and 
applied to all cases of evolution with a population of replicating entities. 
Accordingly, the key theoretical observations of the evolutionary biologists 
outlined above also applied to social or cultural evolution on Earth, which 
several other authors had claimed to be essentially Lamarckian. It is the 
purpose of the next section to reveal the implications of this wide-ranging 
observation.

4 . 3 .  b a c k  t o  s o c i a l  e v o l u t i o n  o n  p l a n e t  e a r t h

A moral of the fable in the previous section is that the concept of inheri-
tance must be clarifi ed, and, to this end, the distinction between genotype 
and phenotype (or, more generally, replicator and interactor) is vital. Any 
specifi cation of a fully fl edged evolutionary process, involving a population 
of developing and replicating entities, must identify the relevant replicators 
and interactors. This general point applies to social and cultural evolution 
in human society as well as to biological systems. In particular, any claim 
that social or cultural evolution is Lamarckian depends on the replicator-
interactor distinction for its explication.13

Remarkably, however, despite frequent claims of Lamarckism, works in 
evolutionary economics, organization theory, evolutionary anthro pology, 
and memetics seldom explore the replicators or interactors in their do-
main.14 There is much loose discussion of the transmission of ideas, be-
liefs, knowledge, or memes but relatively little dissection of the processes 
involved.

We now apply the key insights of the preceding section to evolution-
ary processes in economies and societies. First, we ask by what criteria a 
(biological or social) entity qualifi es as a replicator. Dawkins (1976) argued 
that a replicable replicator must have the characteristics of longevity, fecun-
dity, and replicative fi delity. DNA replicates with a high degree of precision 
and with a low probability of mutation. By contrast, in the social domain, 

13. Note that Price’s (1995) general formulation of the concept of selection does not make 
use of the replicator-interactor distinction (Knudsen 2004b). The distinction becomes important 
when the mechanisms of replication and transmission are considered. The signifi cance of the 
genotype-phenotype distinction was established in Darwinian biology in the twentieth century.

14. Among the exceptions are Winter (1971), McKelvey (1982), Hull (2000), Aunger (2002), 
and Nelson (2002).
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no candidate replicator gets close to DNA by Dawkins’s criteria. We must 
search for other distinguishing criteria.

These criteria must be able to identify social replicators, which, by defi -
nition, are not inherited biologically, which act as stores of social disposi-
tions, rules, and knowledge, and which can guide the development of hu-
man patterns of behavior and social structures, depending on the overall 
context. Social replicators are neither genes nor DNA; they are replicated 
by other means.

Detailed and general defi nitions of replication have been developed by 
Kim Sterelny, Kelly Smith, and Michael Dickison (1996), Peter Godfrey-
Smith (2000b), Dan Sperber (2000), and Robert Aunger (2002). There are 
differences between their formulations, but all these defi nitions agree on 
the centrality of the following necessary criteria for replication:

1. Causation: The source must be causally involved in the production of the 
copy.

2. Similarity: The copy must be like its source in relevant respects.
3. Information transfer: During its creation, the copy must obtain the in-

formation that makes the copy similar to its source from that same 
source.15

A number of possible social replicators have been suggested, including 
(a) ideas, (b) memes, (c) habits of thought or behavior, and (d ) organiza-
tional routines. These are not necessarily mutually exclusive, and later in 
this book we consider additional social replicators such as customs. Nota-
bly, organizational routines depend on individual habits as a substrate.

Ideas or Memes as Social Replicators?

Consider ideas and memes as possible replicators. We noted above that 
there has been some diffi culty enforcing a distinction between replicator 
and interactor in the case of ideas and memes. Are ideas instructions that 
drive behavior or (phenotypic) rationalizations of preceding actions or at-
titudes? Are ideas or memes replicators or interactors or both? Without an-
swers to these questions, there is no possibility of adjudicating the question 
of whether memetic evolution is Lamarckian.

Some meme enthusiasts wish to retain a broad defi nition of meme and 

15. We refi ne this broad defi nition of a replicator in chapter 6 below.
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end up treating the meme as a replicator in one context and an interactor in 
another. This creates havoc with discussions of whether memetic transmis-
sion is Lamarckian. Susan Blackmore (1999, 61–62) proposes that whether 
memetic evolution is Lamarckian depends on whether it is the meme as 
behavior or the meme as instructions that is being copied. She argues that 
copying the product brings the possibility of Lamarckian inheritance of ac-
quired modifi cations to the outcome, whereas copying the instructions does 
not; any alterations in behavior or outcome will not be passed on because it 
is the instructions, not the outcomes, that are being replicated.

But, even if we regard the meme as behavior and consider the copying 
of outcomes, it is still misguided to jump to the conclusion that a Lamarck-
ian possibility exists. In particular, the identity of the replicator behind the 
meme as behavior is unclear. If this replicator consists of genes, then the 
analysis switches back to biological mode, where we know that Lamarck-
ian transmission is largely or entirely ruled out by the Weismann barrier. 
Alternatively, for those who treat the meme as behavior, there must be some 
social replicator that corresponds to that behavioral phenotype. But this re-
mains unidentifi ed. Consequently, within the meme-as-behavior version of 
memetics, no case for regarding memetic transmission as Lamarckian has 
been adequately established.

Some prominent proponents of the meme treat it as a replicator, rather 
than as a phenotypic phenomenon such as behavior (Hull 1982, 2000; 
Aunger 2002). Hull convincingly argues that memetic transmission—where 
memes are treated as ideas and genotypes— cannot legitimately be described 
(literally or metaphorically) as Lamarckian. Hull (see Hull 1982, 311) holds 
that “memes are analogous to genes, not characteristics.” Consequently, 
they can be modifi ed or acquired, but this is neither the modifi cation 
nor the acquisition of a characteristic. Memetic transmission is the inheri-
tance of acquired memes, and memes are genotypes, not phenotypic charac-
teristics. Accordingly, social learning and other forms of memetic transmis-
sion cannot be instances of the inheritance of acquired characters. For Hull, 
the replication and spread of memes is more like epidemiological infection or 
contagion. In conclusion, if we treat the meme as a genotype and a replicator, 
then any description of memetic transmission as Lamarckian is mistaken.

Habits and Routines as Social Replicators?

Let us now explore the possibility of habits and routines as social repli-
cators (see Hodgson 2001b, 2003c, 2004a, 2006a; Hodgson and Knudsen 
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2004a, 2004b, 2006a, 2006b). This strategy avoids some of the vagueness 
and diffi culties associated with the meme but creates further problems for 
the use of the label Lamarckian in the social context, as we explain below. 
We treat habits and routines as dispositions, rather than expressed be-
havior as such. If we acquire a habit, we do not necessarily use it all the 
time. It is a propensity to behave in a particular way in a particular class of 
situations.16

Similarly, it is preferable to treat routines as propensities (Knudsen 
2002b, 2008; Hodgson 2003c, 2008a). As Barbara Levitt and James March 
(1988, 320) put it: “The generic term ‘routines’ includes the forms, rules, 
procedures, conventions, strategies, and technologies around which orga-
nizations are constructed and through which they operate.” Michael Cohen 
et al. (1996, 683) also treat a routine as a disposition: “A routine is an ex-
ecutable capability for repeated performance in some context that [has] been 
learned by an organization in response to selective pressures.”17

In evolutionary, developmental, and functional terms, instinct comes 
before habit, and habit comes before belief and reason. Instincts provide 
inherited behavioral cues that guide us initially in our newborn state. Then 
our actions, resulting from instinct or cultural interaction, lead to the for-
mation of habitual dispositions. In turn, these habits or dispositions form 
the basis of our conceptualizations and beliefs. Thus, habits are the basis of 
both refl ective and nonrefl ective behavior (Kilpinen 1999, 2000; Hodgson 
2004a, 2006b). They are dispositions that are acquired through repeated 
mental or physical behaviors in specifi c social contexts.

16. In everyday English, the word habit can refer to regular behavior as well as a propensity. 
However, the scientifi c sense of the word as a propensity is clearly prominent in early  pragmatist-
inspired works by James (1890), Veblen (1914, 1919), Thomas and Znaniecki (1920), Dewey 
(1922), and others. But, with the rise of behaviorist psychology from the 1920s to the 1960s, 
behavior became all-important, and underlying dispositions were neglected. Furthermore, neo-
classical economists such as Becker and Murphy (1988) and Becker (1992) defi ne habit as “serially 
correlated behavior.” By contrast, modern social theorists such as Camic (1986), Margolis (1987, 
1994), Murphy (1994), and Kilpinen (1999, 2000) and modern psychologists such as Ouellette 
and Wood (1998), Wood, Quinn, and Kashy (2002), Wood and Quinn (2004), Wood, Tam, and 
Witt (2005), Verplanken and Wood (2006), and Ji Song and Wood (2007) have all reinstated the 
notion of habit as a disposition. See also Hodgson (2004a, 2006a) and Hodgson and Knudsen 
(2004a).

17. Treating the essence of a phenomenon as its behavior creates the philosophical problem—
discussed by Aristotle in his Metaphysics—that the entity would cease to exist when the behavior 
stopped (Hodgson 2008a). By contrast, routines persist as capacities even when a fi rm closes its 
gates overnight. Hence, essences reference capacities rather than performances, notwithstanding 
the causal links between the two (Bhaskar 1975; Harré and Madden 1975; Popper 1990).
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Is Habit Replication Lamarckian?

Habits are replicators in the sense that they preserve and transmit social 
roles, interpretations, attitudes, knowledge, and skills and act as the rela-
tively durable substrate of all beliefs and deliberative reason. To establish 
this point fully would be to divert us from the main theme of this chapter; 
our reasons are laid out more extensively in chapter 6 below.

From the biological point of view, habits are part of the biological pheno-
type or interactor; they are expressions of genetic instructions in interaction 
with the environment. However, from the social viewpoint, habits become 
replicators. This is partly because they satisfy the conditions of longevity, 
fi delity, and fecundity, relative to the shorter timescales and wider margins 
at the social level. An aspect of the interactor or phenotype at one level be-
comes a potential replicator at a higher level, but under different standards 
of longevity and fi delity. The general idea of phenotypic features acting as 
replicators at a higher level is necessary for a multiple-level selection theory. 
Habits are both phenotypic features (of individuals with genetic replicators) 
and replicators (with regard to social evolution).

Essentially, unlike DNA, habits do not replicate directly by making cop-
ies of themselves; they replicate indirectly by means of behavioral expres-
sions. People imitate one another, and eventually the copied behavior be-
comes rooted in the habits of the follower, thus transmitting an imperfect 
copy of the habit.

But the replication of habits of thought is less straightforward. Because 
they are unobservable, they cannot replicate straightforwardly via imita-
tion. Guided by similar external constraints and similar inborn constraints 
of brain design, the replication of habits of thought requires the linguistic 
communication of similar mental models so that two or more individuals 
can interpret given sense data in a similar way.

Can habit replication be Lamarckian?18 It may seem so because, with 
some habits, acquired characters can be inherited because their replication 
works through characteristics, not through the direct replication of the gen-
erative structures. But the question is more complicated. It all depends on 
how we translate the Lamarckian stages L1 and L2 above from biological to 
social terms. The transmission of habitual replicators is always indirect. La-
marckism would have to be rendered consistent with indirect transmission, 
yet the work of Lamarck himself, and much of the relevant subsequent 

18. The following argument here modifi es an earlier suggestion that habit replication could be 
Lamarckian (Hodgson 2001b, 2003c).
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literature, relates to the biological world, where genotypic transmission is 
always direct. It is an important question (revisited below) whether indi-
rect transmission should, in principle, be admitted within the Lamarckian 
schema.

Serious problems also arise with stage L2. A Lamarckian process that is 
defi ned in these terms would require that the relevant aspect of the inter-
actor or phenotype (an acquired thought or behavior) of the fi rst person 
was also back-translated into its replicator or genotype (habit). This can 
occur when repeated (phenotypic) thoughts or behaviors give rise to new 
or amended (genotypic) habits. But the phenotypic behavior could be oc-
casional or accidental, and not encoded in a habit, yet still imitated by the 
second person. Strictly, according to the formulation in stage L2, the fi rst 
case would be Lamarckian, but the second would not.

At fi rst sight, this may seem to resolve the issue: a Lamarckian possibility 
exists with regard to the replication of habits, as long as the acquired behav-
ior gives rise to an enhanced habit in the fi rst person before the behavior is 
imitated by a second person. In fi gure 4.3, behavior B1 becomes ingrained 
in habit H1. Practice and interactions with the environment lead to modifi ed 
behavior B1′ and modifi ed habits H1′. The second agent copies this modi-
fi ed behavior, and the process is repeated. A Lamarckian process of habit 
transmission is shown in fi gure 4.3 by the downward-pointing arrows l, 
indicating the effect of the behavioral phenotype on the habitual replicator 
or genotype.

Comparing fi gures 4.2 and 4.3, we see an important difference in the role 
played by the Lamarckian step l. As shown in fi gure 4.3, this step affects 
neither the genotype nor the phenotype of the person who imitates the be-
havior. The modifi cation of habit to Hi′, which occurs just prior to the imita-
tion, plays no role in the replication process or its result. The signifi cance of 
this observation is that the defi nitionally essential Lamarckian step l plays 
no causal role in the replication process. It leads into a causal cul-de-sac. 
What is crucial to the description of Lamarckian replication plays no vital 

figure 4.3 . The replication of corporeal habits.
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role in the Lamarckian replication of habits in the social domain! This is 
because, with the replication of habits, replicator-to-replicator transmission 
is indirect.

Is Routine Replication Lamarckian?

Let us now consider the possibility of treating routines as organizational-
level replicators. While establishing that the replication of habits is a 
fundamental process in cultural evolution, the literature has, with a few 
exceptions, downplayed cultural transmission from group to group. The 
added ingredient is that replication from group to group also involves the 
transmission of capabilities for action sequences that have been established 
among members of an organization.

When routines are copied from organization to organization, this may in 
part involve adoption by the imitator of similar and explicit rules and proce-
dures. Even if routine replication consisted entirely of the “blueprint” copy-
ing of codifi able procedures, then a Lamarckian description would still be 
inappropriate, for reasons similar to Hull’s objection to the idea that meme 
replication is Lamarckian, as discussed above. With blueprint transmission 
of routines, there is no inheritance of the additionally acquired phenotypic 
characteristics of the performed routines.

On the basis of extensive research on the nature of routines, we know 
that much of the know-how inherent in routines is tacit and often uncodifi -
able (Polanyi 1967; Nelson and Winter 1982; Hannan and Freeman 1989; 
Cohen and Bacdayan 1994; Cohen et al. 1996). Routines involve interlocked 
habits of individuals in a team. Hence, habit replication is a part of routine 
replication. Often, the routine must be observed and practiced because the 
transfer of blueprint information is not enough to consolidate the routine. 
As a result, the same problems that emerged with a Lamarckian description 
of habit replication occur with the replication of routines.

There is an extensive debate within organization science as to how 
changes in routines in fi rms occur and whether the evolution of organiza-
tions and routines is a Lamarckian process. Near one extreme is the view 
that rules and routines are diffi cult to alter within any specifi c organization 
and that changes occur principally through the selection and  elimination 
of some organizations, rather than adaptations of routines within the or-
ganizations themselves (Hannan and Freeman 1989). A huge case study 
literature, too massive to begin citing here, testifi es to the conservative na-
ture of organizations and the durability of their routines even when more 
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productive or effi cient alternatives exist. Our purpose here is not to adju-
dicate the empirical claims but to consider the applicability of the label La-

marckian to signifi cant adaptation and change in the routines in any given 
organization.

Above all, it is highly misleading to use the label Lamarckian to describe 
the adaptation of routines within any given organization. Adaptation is dif-
ferent from the inheritance of characteristics (acquired or otherwise) by one 
organization from another. The use of Lamarckian to categorize a process 
that does not explicitly involve inheritance is in defi ance of most historical 
uses of the term. It is highly regrettable that valuable empirical investiga-
tions into the relative importance of adaptation and selection in the evolu-
tion of populations of business fi rms have been diverted and confused by 
misleading uses of Lamarckian terminology and a false dichotomy between 
Lamarckism and Darwinism. Removing this conceptual confusion will help 
us focus on the facts.

We have explored several options for possible replicators in social evolu-
tion. Every one carries problems for the application of the label Lamarckian 
in this domain. If the genotype-phenotype distinction cannot be applied, 
then the description Lamarckian is not meaningful. If it can be applied, 
then further problems arise. In the case of memes as genotypes, the further 
problem is that memes can be modifi ed or acquired, but this is neither the 
modifi cation nor the acquisition of a characteristic. In the case of habits and 
routines, a crucial and defi ning Lamarckian step plays no causal role in the 
replication process.

The conclusion we draw is that Lamarckian concepts do not readily and 
meaningfully transfer from biological to social evolution. By contrast, we 
have found no similar barrier to the application of generalized Darwin-
ian principles to the social domain. Darwinian concepts can be generalized 
more readily, to cover all evolving systems with replicating populations of 
some kind.

4 . 4 .  d a r w i n i s m  t r u m p s  l a m a r c k i s m

The label Lamarckian has a curious attraction in the social sciences. Despite 
there being scant evidence and inadequate conceptualization of the actual 
mechanisms of replication in the social world, many argue that social pro-
cesses are Lamarckian.

We have noted that enthusiasts of the label Lamarckian often emphasize 
the substantial transmission of knowledge and skill from one generation to 
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another in social evolution and the fact that nothing like this occurs among 
other species. Our response is that this process does not necessarily involve 
the inheritance of acquired characters, once inheritance is defi ned to exclude 
virus-like contagion.

Explaining social evolution requires a valid inheritance model that iden-
tifi es the underlying cause of the information that is transmitted among 
agents. Otherwise, there is no way of knowing whether observed changes 
are outcomes of selection processes, drift, diffusion, or something else. Con-
sidering these processes, we can see that the inheritance of acquired charac-
ters is at most highly limited even in the social sphere.

Of course, the mechanisms of evolution in the social and the biological 
spheres are very different. But the irony, as we have shown here, is that the 
essential Lamarckian principles are more closely and exclusively related to 
the biological sphere than they are to the social, notwithstanding the fact 
that Lamarckian replication is rare or nonexistent among biological species 
on Planet Earth. The very concept of Lamarckism depends on relatively di-
rect genotype-to-genotype replication, which is lacking at the social level.

By contrast, the core Darwinian principles of variation, inheritance, and 
selection have a more general applicability, to social as well as biological 
evolution. Those who insist that social evolution is Lamarckian often ignore 
the more accommodating nature of general Darwinian principles.

Against this, some organization theorists propose that volition, delibera-
tion, purpose, planning, and learning cannot be explained by the simple 
primitives of the general Darwinian principles. For example, Joel Baum 
and Paul Ingram (1998) argue that organizations capable of adapting dur-
ing their lifetime are more Lamarckian than Darwinian. Similarly, David 
Rigby and Jurgen Essletzbichler (1997) view change in fi rms resulting from 
profi t-induced search, learning, and imitation as Lamarckian. It has also 
been argued that Lamarckian evolution promotes quick learning (Nelson 
and Winter 1982; Bruderer and Singh 1996).

These arguments are problematic for a number of reasons. First, as 
shown above, Lamarckism and Darwinism are not, in principle, mutually 
exclusive. And learning and imitation are compatible with Darwinism.

Second, in order to speak of Lamarckian evolution, traits that are ac-
quired within a generation must also be inherited through intergenera-
tional processes, a new organization inheriting the genotypic features of 
others. Acquiring traits through learning and adaptation is a necessary con-
dition of Lamarckism, but it is insuffi cient. With Lamarckism, the acquired 
traits must also be encoded in a replicator that is passed on to the next 
generation.
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Third, the traits of an entity develop according to the instructions in its 
replicator and the infl uence of environmental conditions. The instructions 
for a character can be quite open-ended, allowing multiple conditional re-
sponses or a gradual fi xation through learning. As well as distinguishing 
between entities on the basis of the range of their behavioral options, we 
must carefully examine the underlying transmission mechanisms.

Fourth, it is unclear what is meant by the notion that Lamarckism pro-
motes quick learning. Lamarckism promotes a quicker encoding of the 
properties of the environment, assuming that acquired traits are somehow 
correctly back-translated into the replicator. But this quicker encoding may 
have little effect on the pace of learning relative to the rate of replication. 
To understand quick learning at the population level, we must take a closer 
look at replication. But quick learning at the individual level does not neces-
sarily involve replication and, thus, has nothing to do with Lamarckism as 
we defi ne it.

The description Larmarckian carries severe problems in the social do-
main. Whether we regard ideas, memes, habits, or routines as replicators, 
then their replication is not usefully described as Lamarckian. No such a 
priori problems of transferability apply to the core Darwinian principles.

4 . 5 .  t h e  i m p o r t a n c e  o f  t h e  g e n o t y p e - p h e n o t y p e 

a n d  r e p l i c a t o r - i n t e r a c t o r  d i s t i n c t i o n s

Ironically, as noted above, devotees of the Lamarckian idea that acquired 
characters are inherited are obliged to use the genotype-phenotype (or 
 replicator-interactor) distinction to make this claim and establish a mean-
ingful notion of inheritance. We hold that this distinction is vital in social 
evolution even if Lamarckian inheritance does not occur. This section un-
derlines its importance.

Darwin did not use the terms genotype and phenotype, but some such con-
ceptual separation was implicit in his discourse. He assumed that informa-
tion related to biological characteristics was transmitted from generation to 
generation through such information-carrying entities as seeds, sperm, ova, 
pollen, or stigma. Inheritance and preservation of information across many 
generations was, therefore, central to his theory of evolution by natural se-
lection. As Darwin (1859, 142) put it: “Natural selection can act only by the 
preservation and accumulation of infi nitesimally small inherited modifi ca-
tions, each profi table to the preserved being.”

When Darwin (1859, 1868) wrote of “inherited modifi cations” and “struc-
tures” that were preserved in “germ cells” and “instincts,” he was referring 
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to the processes of genotypic, not phenotypic, replication.19 He denied that 
replication occurred by the immediate or direct copying of characteristics, 
also suggesting a distinction between genotype and phenotype. This dis-
tinction is now central to modern biology.20

The literature on the concept of selection establishes the importance of 
the distinction between the relatively cohesive entities that are actually be-
ing selected (the phenotypes or interactors) and the components that repli-
cate differentially as a result of selection (the genotypes or replicators). In 
later chapters, we propose fi rms and other cohesive organizations as social 
interactors. Candidate social replicators include habits, customs, routines, 
and “folkways” (Keller 1915; Nelson and Winter 1982). The hitherto incom-
plete task that we attempt below is to develop clear defi nitions and criteria 
with which to identify social interactors and replicators.

The application of the replicator-interactor distinction to social evolu-
tion is tricky, and some authors have questioned its use or value in the social 
domain.21 Some express the fear that the use of this distinction in social 
evolution implies that, at the social level, there is something very similar to 
genes or that replicators and interactors are always sharply defi ned or dif-
ferentiated. These fears are ungrounded. The replicator and interactor con-
cepts are defi ned with suffi cient abstractness to accommodate their hugely 
different concrete manifestations in different spheres. And the use of the 
replicator-interactor distinction in an evolutionary context must consider 
the very emergence of that distinction and of fuzzy transitional forms.

Furthermore, the use of the replicator-interactor distinction in biology 
is not simply a matter of genes and organisms. For instance, it has been 
argued that lengths of RNA, lengths of DNA, chromosomes, and gametes 

19. The gene was elusive to Darwin, but he anticipated its function. Throughout Origin and 
other writings, he describes how inherited modifi cations are preserved in “instincts” and “germ 
cells.” Germ is mentioned in Darwin’s Notebooks B and E, and instincts are mentioned in almost 
all his notebooks. In his theory of “pangenesis,” Darwin (1868) conjectured that information is 
preserved and inherited via “gemmules” given off by cells in the bloodstream.

20. The genotype-phenotype terminology was introduced in 1911 by the Danish biologist Wil-
helm Johannsen, who also coined the term gene in 1909, intending it to serve the same purpose as 
Darwin’s pangen (Keller and Lloyd 1992).

21. Nelson and Nelson (2003, 1646) and Nelson (2007a) have expressed doubts regarding the 
replicator-interactor distinction in the social domain. Previously, by contrast, Nelson and Winter 
(1982, 134–36, 160–61) described organizational “routines as genes,” and Nelson (2002, 140) 
wrote that “practices and policies embodied in fi rms are like ‘genotypes’” and that fi rms them-
selves “are like ‘phenotypes.’” This formulation sustains a replicator-interactor distinction but 
misleadingly associates the replicator with “practices.” Practices are not replicators but their ex-
pressions. Such imprecision helped engender the doubt.
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can function as interactors (Hull 1988, 2001b; Brandon 1998). There is also 
a case for regarding seeds, pollen, and sperm as interactors while they carry 
genes as replicators, despite their intimate involvement in the machinery 
of replication. Dawkins (1982) famously extended the phenotype beyond 
the organism and its behavior, to include aspects of its environment. Even 
groups, populations, and species have been considered as possible inter-
actors (Hull 1988, 2001b; Brandon 1998). Furthermore, the boundaries of 
phenotypes (or interactors) are diffi cult to determine in many cases, such as 
with neural and immune systems.

As noted in later chapters, similar defi nitional and boundary problems 
exist also in the social or economic domain. It would be a mistake to sug-
gest that, while the replicator-interactor distinction is generally clear and 
unproblematic in biology, it is not so in social evolution and, hence, that the 
concepts of replicator and interactor should not be applied to the latter. The 
premise is false: the replicator-interactor distinction is often tricky in the 
biological sphere as well.22

And some evolutionary processes are possible without the existence of 
distinct replicators and interactors. Consider our world before the evolution 
of DNA and RNA. In the primordial soup, it is likely that the fi rst replicat-
ing entities in the earliest evolution were both replicators and interactors 
(Eigen et al. 1981; Darnell and Doolittle 1986; Eigen 1994; Brandon 1998; 
Joyce 2002; Shapiro 2006). DNA later evolved, with genes fulfi lling special-
ized functions as replicators (Maynard Smith and Szathmáry 1995).

But replicators are important in more complex evolving systems. With-
out the preservation of valuable information in a replicator, the phenotypes 
could soak up and transmit any environmental disturbance and cumulate 
irrelevant and erroneous traits. Replicators provide a degree of baseline sta-
bility so that vaguely effi cacious selection of interactors (phenotypes) can 
occur. Such stability, exhibited in substantial information storage and a 

22. The problems concerning its biological application are suffi ciently severe to lead a minor-
ity of philosophers of biology to drop these concepts (Griesemer 1994, 1999; Griffi ths and Gray 
1994, 1997; Wimsatt 1999). We criticize some of their arguments in chapter 6. Godfrey-Smith 
(2009) is also skeptical of the replicator concept, which he misleadingly treats as an entity “that 
makes copies of itself” (p. 5) alongside almost no discussion of the allied concept of the interactor. 
Instead, in our view, the replicator is an information-retaining and copiable mechanism, hosted by 
the entity of the interactor. Treating the replicator as an informational mechanism associated with 
an interactor dispenses with some of the problems identifi ed by Godfrey-Smith. He also rightly 
points out that not all Darwinian evolution involves replicators. But we add that the evolution 
of greater complexity depends generally on generative replicators, and that such replicators are 
important in the social domain (see chapter 6).
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high degree of cultural and institutional conservatism, is also characteristic 
of social evolution. Without faithful social replicators, the accumulation of 
every panic, craze, fad, and fashion would completely disrupt the transmis-
sion and selection of tried and tested social knowledge.

If there are no social replicators, then the principles of generalized Dar-
winism suggest that there is no mechanism in social evolution by which 
information concerning adaptations to the environment can be copied with 
some degree of fi delity through time. This further implies that social evolu-
tion is less sophisticated than biological evolution and has a more limited 
potential for the evolution of more complex phenomena. We see no reason 
to accept the premise of this argument. It is important to understand mech-
anisms of inheritance at the social level, and there is at least a prima facie 
case for identifying interactors and replicators in the social domain.
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The Principle of Selection and Its 
Application to Social Evolution

Natural selection will not necessarily produce absolute perfection; nor, as far 

as we can judge by our limited faculties, can absolute perfection be every-

where found.

charles  darwin,  ( 1859 )

It is . . . only by injecting a wholly illegitimate teleological meaning to the 

term “fi ttest” . . . that the expression “survival of the fi ttest” is made to mean 

a survival of the socially desirable individuals.

thorstein v eblen,  ( 1896 )

The central argument in this volume is that Darwinian principles of varia-
tion, selection, and replication (or inheritance) apply to social evolution. 
But this claim depends on suffi ciently clear defi nitions of these core con-
cepts. The purpose of this chapter is to clarify the idea of selection and to 
consider some of its different forms. Replication is tackled in the next chap-
ter. Variation is discussed in several places in this volume.

Selection operates in nature through the elimination of the relatively 
unfi t members of each species. The gory sight of nature “red in tooth and 
claw” makes many social scientists recoil from the idea that Darwinian 
principles might apply to social evolution as well. But, to consider the pos-
sibility of their application, we must focus primarily neither on the death 
agony of the zebra as the lion’s teeth rip into its neck, nor on the litany of 
atrocities committed by humans on numerous species, including our own, 
but on the abstract defi nition of selection at the core of the Darwinian para-
digm. Only then can we carefully consider its possible manifestations in the 
social realm.

Selection is often presented as a brutal process involving intense competi-
tion over limited resources. But even in nature there are examples of selection 
that depart from this. Processes of selection and evolution where moths change 
color as a result of changing industrial activity and insects develop immunity 
to DDT “do not involve there being a common resource in short supply. Com-
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petition is a special case, not a defi ning characteristic, of natural selection” 
(Sober 1981, 100).1 Furthermore, Darwin recognized forms of selection—
notably sexual selection and artifi cial selection—that, while having winners 
and losers, necessarily involve neither pitiless struggle nor painful death. 
Even in the natural world, selection is not necessarily red in tooth and claw.

Nevertheless, it is important to realize that the defi nition of selection is 
not a matter of taste or semantics, with one answer being as good as another 
(Pepper and Knudsen 2001). A tradition of rigorous mathematical descrip-
tion of the selection process in biology provides a foundation for developing 
a general theory. Formal representations of selection are quite explicit about 
the possibility of weak selection pressures and suboptimal outcomes.

There is an ongoing dispute over the relative importance of selection 
in biological evolution. Some evolutionary biologists such as Masahiko 
Kimura (1983) emphasize drift. But establishing its relative importance in 
explaining variation is largely a matter of empirical inquiry. But, without 
some role for selection, evolution would be a random walk—which does 
not seem to be the case in reality. Darwin’s (1859, 6) own position on this 
question has stood the test of time: “I am convinced that Natural Selection 
has been the main but not exclusive means of modifi cation.” We believe 
that selection is also important in social evolution, but it is not the only 
mechanism of change.

A technical defi nition of selection has been developed by George Price 
(1970, 1995) and is now widely accepted in the biological literature and else-
where. Using this defi nition, we describe two forms of selection that com-
monly occur in both nature and society. These defi nitions leave aside the 
explanation of the selection criterion and why entities possess stable traits. 
Such questions must be tackled in the light of empirical inquiry.

If we defi ne fi tness as that quality that is selected, then, clearly, selection 
and fi tness are related by defi nition. To avoid this tautological formulation, 
fi tness must be defi ned in a different way. In biology, there are several ways 
of doing this (Mills and Beatty 1979; De Jong 1994), but the most promising 
is to refer to the propensity of a genotype to produce offspring. As George C. 
Williams (1966, 23) puts it: “[Fitness] is measured by the extent to which 
[an allele] contributes genes to later generations of the population of which 
it is a member.” Survival of the fi ttest is no longer a tautology: it is possi-

1. Richard Lewontin (1978) also argues that competition for limited resources is unnecessary 
for natural selection. We agree. And cooperation is an especially important phenomenon, at least 
in the social world.
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bly false. With drift, for example, the composition and characteristics of a 
population change in a manner unrelated to individual fi tness values.

Although fi tness plays a central role in Darwinian theory, it is a diffi -
cult concept both to defi ne and to measure. Even in biology it is elusive. 
Few empirical studies measure fi tness in terms of a propensity to produce 
offspring, as this is diffi cult to ascertain. Use is made instead of proxy mea-
sures of fi tness. The fi tness of male plants is sometimes measured by the 
rate at which their pollen is removed (Harder 2006). Other fi tness proxies 
include juvenile growth rates (Lampert and Sommer 2007) and the number 
of offspring produced in a single generation. These examples bluntly allude 
to reproductive success rather than the fi tness value of a particular charac-
teristic or allele. Another approach uses the overall rate of energy acquisi-
tion as a proxy for fi tness (Mangel 2006).

Measuring fi tness in social evolution is arguably even more complicated, 
partly because of the widespread occurrence of different types of replication 
processes such as diffusion. Fitness in social evolution can usefully refer to 
a particular property of a replicator and the propensity of replicators with 
that property to produce copies and increase the frequency of similar repli-
cators in the population. The fi tness of an interactor is the propensity of its 
replicators to replicate, by diffusion to other interactors or by making cop-
ies of the interactor. But, again, these are diffi cult to measure. Evolutionary 
social scientists have used both survival and profi tability rates as proxies for 
fi tness (Klepper 2002a, 2002b; Boschma and Wenting 2007). In section 5.5 
below, we elaborate on common principles that relate selection and fi tness.

Selection processes both in nature and in human society are relatively 
complex, operating at multiple levels of organization, and involving mul-
tiple interdependent selection criteria. Errors creep in, with the result that 
the selection process becomes ineffi cient. Fitness is necessarily context de-
pendent, and this means that no optimum is fi xed or absolute. There are 
often multiple equilibria, and superior fi tness peaks can lie undiscovered. 
Although the fi tness of an entity affects its chances of selection, the pro-
cess does not necessarily lead to optimal or near-optimal outcomes where 
only the fi ttest survive. Similar arguments show that the most productive or 
profi table fi rms are not necessarily the ones that survive competition (Win-
ter 1964, 1971; Boyd and Richerson 1980; Schaffer 1989; Hodgson 1993).

Consequently, selection does not necessarily lead to overall effi ciency or 
systematic improvement. As Darwin himself explained, it is a haphazard 
process. Sometimes it can lead to the gradual honing of performance, but it 
can be diverted in different directions and fail to eliminate ineffi ciencies or 
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anomalies. Suboptimal evolutionary processes—producing traits that yield 
replication rates or chances of survival that are below the maximum in the 
circumstances—are commonplace in both nature and human society.

Both Darwin and his colleague Alfred Russel Wallace worried that use of 
the word selection might be taken to imply the existence of an agent doing 
the selecting and that some could take this agent to be God. Today, social 
scientists have a different worry: the use of the term selection in the context 
of social evolution might undermine the role of human agency and deny 
the existence of human intentionality. But, in the social domain, insofar 
as selection involves human interaction or deliberation, it always involves 
choice and preference in some way: selection excludes neither intentional-
ity nor agency.

In common usage, selection is synonymous with choice, connoting the act 
of selecting, as in the selection of an item from a restaurant menu or a new 
manager to fi ll an open position. In contrast, the scientifi c usage of selection 
has a very precise meaning, referring to a change in the composition of a 
population leading to a change in its properties (traits), such as the colors 
of a population of moths or the size distribution of fi rms in an industry. But 
this scientifi c meaning does not necessarily exclude choice.

Toward the end of this chapter, we introduce the concept of diffusion 
and ask whether it should be treated as a type of selection. Diffusion is 
important in the social domain. Although the defi nition of selection adopted 
here is very broad, diffusion is established as a separate phenomenon and a 
type of inheritance rather than selection.

5 . 1 .  s e l e c t i o n  d e f i n e d

Following a mathematical defi nition developed by George Price (1995), we 
describe the general concept of selection in the following way:

Selection involves an anterior set of entities that is somehow being transformed 
into a posterior set, where all members of the posterior set are suffi ciently simi-
lar to some members of the anterior set, and where the resulting frequencies of 
posterior entities are correlated positively and causally with their fi tness in the 
environmental context. The transformation from the anterior to the posterior 
set is caused by the entities’ interaction within a particular environment.2

2. The technical defi nition of selection is explored at greater length elsewhere (Price 1995; 
Frank 1998; Hofbauer and Sigmund 1998; Pepper and Knudsen 2001; Knudsen 2002a, 2004b; 
Andersen 2004; Henrich 2004; Okasha 2006) and summarized in the appendix to this chapter.
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Price’s defi nition is so general that it would apply to the simple case of the 
selection of items for purchase in a shop. But such groups of items are not 
necessarily complex population systems, as described in earlier chapters. 
Goods in a store do not necessarily struggle to survive or pass on knowl-
edge to others through replication or imitation. Our primary concern here 
is with complex population systems. Although Price’s formulation is more 
general, we concentrate our discussion of selection on entities that are in-
teractors and embody replicators.

The twin concepts of replicator and interactor lie behind Elliott Sober’s 
(1984) very useful distinction between “selection of ” and “selection for.” 
For example, the selection of zebras (owing to predators, disease, and other 
adversities) leads to changes in the zebra population and its gene pool, in-
volving selection for specifi c genes that may bestow fi tness advantages in 
particular contexts. There is selection of interactors (such as organisms or 
business fi rms) and selection for replicators (such as genes, habits, or rou-
tines). The importance of this of/for distinction will be elaborated later, 
but we must note that it is explicit in neither the Price defi nition of selec-
tion nor the Price equation. The Price formalism does not itself require the 
replicator-interactor distinction. But successor selection (defi ned below) does 
refer to replication.

Stephen Gould and Elizabeth Vrba (1986) introduced a distinction be-
tween “sorting” and “selection” where sorting is a purely descriptive ob-
servation of differential mortality or reproductive success. Sorting includes 
drift as well as selection. When sorting refers to selection, it is selection 
of because sorting refers to interactors but not replicators. But sorting and 
selection of are not the same, and, importantly, the selection concept is de-
signed to accommodate causal explanations as well as descriptions.

We regard each anterior set as including and exhausting one universal 
class of entities, such as a species (a class of organisms) or a population of 
fi rms (a class of organizations). This means that elimination from the set 
can be only through extinction (and not through emigration). New entities 
can appear in the posterior set, but only in consequence of a replication 
process (and not through immigration). Particular entities do not reappear 
after they have gone extinct.

It would be possible to complicate the picture by considering immigra-
tion and emigration as well as birth and extinction. The geographic location 
and boundaries of the anterior and posterior sets would have to be consid-
ered. We would have to face the defi nitional question whether migration 
entails exit from or entrance into an anterior or a posterior set. If these sets 



9 4  c h a p t e r  f i v e

had geographic boundaries, then migration would be a reason for entry or 
exit. Such redefi nitions would make matters much more convoluted with-
out any obvious advantages. At least in the present work, we shall stick to 
the assumptions outlined in the preceding paragraph.

Through selection, a population of entities will gradually adapt in re-
sponse to a complex of environmental factors. It is vital to make a distinc-
tion between (a) changes in a population and its traits that result from se-
lection and (b) changes in population traits that result from the adaption or 
development of individual entities. These processes of adaptation or devel-
opment can involve growth, experimentation, and the communication of 
information from entity to entity. Such transmission and innovation effects 
alter individual entities, even when the population is held constant. In con-
trast, selection alters the composition of the whole population, even when 
the properties of individual entities are unchanged.

The general defi nition of selection presented here has a number of advan-
tages. While settling its meaning, it does this in an abstract and general way 
that makes no reference to any particular empirical domain, be it physi-
cal, biological, or social. Furthermore, as shown below, it encompasses two 
different and important types of selection process (Price 1995; Knudsen 
2002a, 2004b).

This general defi nition does not imply that selection outcomes are nec-
essarily improvements or asymptotic to global optima. All the Price equa-
tion implies in this regard is some systematic relation between fi tness and 
survival. It is a frequent misunderstanding that selection necessarily means 
effi ciency or improvement.

5 . 2 .  s u b s e t  s e l e c t i o n

Two concepts of selection are employed in science. One involves the selec-
tion of a subset of elements from a set. Examples include the selection of 
a subset of chickens that survive an attack by a fox and the selection of a 
subset of fi rms that survive an industry shakeout. Price (1995) termed this 
subset selection. Subset selection is very different from the concept of succes-
sor selection3—which was part of Darwin’s great achievement—where off-
spring are not subsets of parents. Successor selection involves replication, 
whereas subset selection is a simple elimination process.

3. The term successor selection is ours. In an earlier work (Hodgson and Knudsen 2006b), we 
used the term generative selection. But this is changed here because below we apply the adjective 
generative (with a different meaning) to the contrasting phenomenon of replication.



Consider the following example from nature (Landa et al. 1999). There 
is an anterior distribution of speed in a herd of reindeer. A chasing wolver-
ine slays several of the slower beasts. Hence, the distribution of speed in 
reindeer is transformed in the posterior set, and there is a signifi cant and 
positive selection for higher average speed. But subset selection would also 
occur if an avalanche eliminated reindeer at random or perhaps even the 
fastest reindeer.

A similar argument holds for subset selection as it applies to fi rms and 
other institutions. The portrayal of industry dynamics as a selection pro-
cess is well established in the economics of strategy. For example, subset 
selection can cause a shift in the industrywide distribution of fi rm size. 
Landmark contributions include Lippman and Rumelt (1982), Nelson and 
Winter (1982), and Klepper (1996). See also box 5.1.

Subset selection is defi ned as selection through one cycle of environmental 
interaction and elimination of entities in a population structured in such a 
way that the environmental interaction causes elimination to be differen-
tial. Each cycle of subset selection eliminates some variation. In a formal 
description, subset selection is a contraction mapping. Each cycle of subset 
selection contracts the anterior set, yielding a posterior set with fewer ele-
ments than are in the anterior set. On its own, subset selection will eventu-
ally run dry of variation.

Many natural and social processes involve subset selection. Molecules, 
cells, plants, moths, reindeer, and tigers are populations of biological inter-
actors whose properties are altered by subset selection. Hard winters, hot 
summers, and various natural catastrophes commonly eliminate organisms. 
Similarly, fi rms and other social organizations are populations of social in-
teractors altered by subset selection, such as through bankruptcy. Through 
the elimination of some interactors, subset selection also shapes the proper-
ties of populations of biological replicators, such as genes, and social repli-
cators, such as habits and routines.

In cases where selection results from physical or natural events, such as 
earthquakes, subset selection does not generally involve choice and prefer-
ence. But, when selection operates through deliberative or social processes, 
human choices and preferences are always involved, even if indirectly. 
Bankruptcy, for example, can result from ineffi cient production processes, 
limited market orientation, actual or perceived dishonesty, or ineffective in-
ternal organization (Tushman and Anderson 1986; Aldrich 1999; Mc Millan 
2002). In such cases, choices and preferences are involved in some way 
because deliberate choices of managers led to failure.

But the overall selection outcome may not itself be a direct refl ection of 
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box 5 . 1  Industry dynamics and selection

Empirical studies spanning a large number of industries have established that 
industry dynamics is a selection process where entry and exit of fi rms change 
the industrywide properties of fi rms, including product technology, effi ciency, 
and size. Here is Steven Klepper and Elizabeth Graddy’s (1990, 35) character-
ization of this selection process:

The prototypical new industry tends to develop as follows. Initially, little 
is known about the attributes of the new product desired by demanders. 
The early entrants into the industry are typically small and have experi-
ence in related technologies. Sometimes they are users of the new prod-
uct, while in other instances they are spinoffs of incumbent fi rms. They 
often introduce major product innovations based on information about 
users’ needs and/or the technological means available to satisfy them. 
Market shares often change rapidly as successful innovators displace less 
effi cient rivals, as was the case in the early history of the auto, aircraft 
engine, and airframe industries (Klein 1977).

The initial uncertainty that characterizes new industries appears 
to restrain the growth of incumbent fi rms. Over time, the uncertainty 
abates as “dominant designs” emerge for various features of the product. 
Firms able to produce these designs prosper and grow, while fi rms that 
are unable to adapt exit the industry. Innovations in the industry become 
more incremental and tend to embody a smaller degree of inventiveness 
(Utterback and Abernathy 1975). The slowdown in major innovations 
tends to cause market shares to stabilize, as Klein (1977) documents for 
the automobile and airframe industries and Mansfi eld (1962) demon-
strates for the steel, petroleum, and tire industries.

While new industries tend to follow a prototypical pattern, not all 
fi rms in an industry follow the same strategy over time (Hayes and 
Wheelwright 1979a, 1979b), and not all industries proceed at the same 
pace (Abernathy 1978; Porter 1983). Two factors appear to have an im-
portant effect on the pace of the prototypical evolutionary process: the 
characteristics of the product’s technology and the nature of buyers’ 
preferences. Products characterized by limited opportunities for techno-
logical change tend to be subject to less uncertainty and to reach matu-
rity faster. Where products are characterized by considerable diversity in 
buyers’ preferences, it is more diffi cult for dominant designs to emerge, 
which tends to lengthen the time it takes to reach maturity.

Industry evolution in a market economy is, thus, a complex process of inter-
action of fi rms with buyers, competitors, and suppliers, involving changes 
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in both technology and market context. It involves processes of subset selection 
and differential elimination of fi rms.

Industry entry and exit patterns point to subset selection as a major force 
in industry evolution. Dunne, Roberts, and Samuelson (1988), Klepper and 
Graddy (1990), Geroski (1995), and others have provided comprehensive evi-
dence on this. Dunne, Roberts, and Samuelson (1988) examined patterns of 
fi rm entry and exit in U.S. manufacturing industries. Their data were based 
on 387 four-digit U.S. manufacturing industries over the period 1963–82, with 
each fi ve-year census containing between 300,000 and 350,000 plants. They 
found that, on average, 38.6 percent of the fi rms in operation in each industry 
in each census year were not producing in that industry in the previous census. 
This massive infl ow of new entrants replaced exits, with exit rates varying be-
tween 30.8 and 39.0 percent between each pair of census years. These numbers 
point to selection forces as a major driver of industry evolution.

Selection forces shape industry structures and change the features of popu-
lations of fi rms. For example, Dunne, Roberts, and Samuelson (1988, 500) re-
ported evidence pointing to a fi tness advantage of multiplant over single-plant 
fi rms. From 1963 to 1982, the total number of multiplant fi rms increased from 
14,691 to 21,632, an increase of 47.2 percent. This change in the composition 
of features among populations of fi rms was primarily caused by subset selec-
tion in the form of fi rm entry and exit. It led to dominance of multiplant over 
single-plant fi rms. While this example provides striking evidence of the force 
of subset selection, it should be remembered that the criteria and mechanisms 
of selection are active at multiple levels of organization and are generally varied 
and contingent (Katz and Gartner 1988; Aldrich 2004).

Because interactions among buyers, competitors, and suppliers typically 
lead to changes in the selection environment, the detailed mechanisms and 
criteria of selection vary through time and location. For example, during the 
credit crunch of 2007–9, access to credit became the vital selection criterion for 
many fi rms. By contrast, during an economic boom, the capacity for adaptive 
growth may be the most important selection criterion, and, in turn, this may be 
constrained by the scarcity of skilled management personnel (Penrose 1959).

the discrete decision of a single person or group. When this occurs, it is re-
garded as artifi cial selection. Artifi cial selection can occur as a special case 
of either subset or successor selection.

It is important to emphasize that the selection environment is not neces-
sarily fi xed and that it can be endogenous to the selection process. Power-
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ful (groups of ) entities can sometimes change the selection rules. Firms 
can stimulate consumer demand, lobby governments, or bribe judges. The 
matter is further complicated because the selection of fi rms is a process 
operating at multiple interdependent levels. Even though such complica-
tions introduce multiple, recursive, and nested components in the selection 
criterion (or fi tness function)—thus complicating the unique identifi cation 
of the causes of a change in a population property—they can readily be 
accommodated in the modern selection formalism derived from Price’s 
formulation.

Environmental feedback effectively selects among fi rms with stable 
properties; some survive, while others are eliminated through bankruptcy 
or closure (McMillan 2002). (The takeover of one fi rm by another is a more 
complicated case and discussed in chapter 7 below.) As fi rms exit the popu-
lation, the average value of a population property held by these fi rms can 
change. Should fi rms with many hierarchical layers exit, there is a decrease 
in the average number of hierarchical layers in their population. Change in 
a population property resulting from the differential elimination of fi rms is 
a common case of subset selection in an economy. Similar arguments apply 
to the selection of nation-states and civilizations.

Subset selection decouples the generation of new variation from the pro-
cess of selection and leaves unexplained the variation in the anterior set. It 
assumes a selection criterion that alters the distribution of the variation in 
a relatively stable population property. According to Winter (1971), Nelson 
and Winter (1982), Hannan and Freeman (1989), and many others, organi-
zational routines are such stable components.

5 . 3 .  s u c c e s s o r  s e l e c t i o n

Successor selection involves replication and is more complex than subset 
selection. In successor selection, the change in a population property, such 
as the color of a moth, happens because the interaction of moths with their 
environment gives rise to differential replication. Moths with better cam-
oufl age are less likely to be eaten by predators and, therefore, on average, 
leave more offspring carrying their genes. In this way, dark moths become 
more frequent in polluted areas. When smokeless zones are introduced and 
the bark of trees becomes lighter in hue, the color of the moth population 
can again become lighter in response (Cook, Mani, and Varley 1986; Cook, 
Mani, and Wynnes 1985).

Successor selection is defi ned as selection through one cycle of replication, 
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variation, and environmental interaction so structured that the replication 
process causes new variation (i.e., novel varieties alter the distribution of 
population properties) and the environmental interaction causes replication 
to be differential.4

Darwinian evolution involves repeated cycles of successor selection. The 
generation of novelty is integral to this process. New variation is generated 
because replication is imperfect or because it involves novel combinations 
of existing variants.

Consider successor selection among reindeer. There is an anterior distri-
bution of potential speed among these animals. Environmental interaction 
transforms the anterior distribution into an intermediate set (some reindeer 
die; some are less attractive mating partners) that is then transformed into 
a new posterior set by replication. There is replacement of entities because 
of death and replication. Through genetic inheritance, the faster tend to 
have the more speedy offspring.5 The faster have a higher survival rate and, 
therefore, replicate more, resulting in a signifi cant increase of fast rein-
deer in the posterior set. There is positive selection of faster reindeer and 
a complementary selection for genes bestowing higher speed. But succes-
sor selection could also occur because a complex of factors infl uenced the 
environmental interaction of reindeer. Attention to unusual environmental 
factors and care for offspring could infl uence replication as well as the abil-
ity to run at fast pace.

In nature, successor selection often occurs in cycles that correspond to 
the replacement of one generation by the next. But our defi nition of successor 

selection does not necessarily imply that any entity in the population expires. 
It simply requires that there be new variation leading to differential repli-
cation. In nature, new genotypic variation is typically created through the 
procreation of offspring. But, in human society, as we shall elaborate below, 
there are additional mechanisms through which variety can be enhanced.

Although outcomes of selection processes are seldom designed and often 
unpredictable, in social evolution human intentions and choices play their 
part at every stage. They are involved in processes of imitation that lead to 
replication and in the development of social institutions. Human agency 

4. This defi nition of successor selection is based on Hull, Langman, and Glenn (2001). Successor 
selection is a particularly important member of the set of distinctive selection processes encom-
passed by Price’s (1995) defi nition, but Price does not use the term.

5. The defi nitions of selection, replication, and interaction employed here do not in principle 
exclude the Lamarckian possibility of the inheritance of acquired characters. But see our discus-
sion in chapter 4 above.
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is crucial. Successor selection implies neither that humans are passive nor 
that they are relieved of their powers of refl ection or foresight.

Artifi cial selection often amounts to subset selection followed by succes-
sor selection. Choosing pigeons for breeding is subset selection. Breeding 
them for offspring involves successor selection.

As in the case of subset selection, the defi nition of successor selection leaves 
aside any explanation of the selection criterion and the existence of a stable 
population property. The feedback from environmental interaction to rep-
lication involves additional specifi c mechanisms and, likewise, the stability 
of the population property.

But, unlike subset selection, successor selection encompasses a process 
by which new variation is created. Through replication error (mutation) 
and genetic recombination, the offspring of reindeer can acquire properties 
that differ from those possessed by their parents. More generally, whenever 
replication processes lead to imperfect copies, successor selection generates 
new variation.

New variation may or may not result from environmental interaction 
and fi tness. With selection, the outcomes are related to fi tness. Replication 
that does not depend on fi tness is defi ned as drift. In the next two para-
graphs, we compare successor selection with the special cases of drift and 
exaptation.

Drift generates new variation that can fuel subsequent selection pro-
cesses. Especially with small populations, the effects of drift can be cumu-
lative. This is because random sampling from a small population exhibits 
longer spells with notable deviations from the average sampling path. In 
biological and social evolution, innovation and novelty can emerge as a re-
sult of drift. This would require that stimuli from the environment led to 
outcomes unrelated to fi tness. But there is evidence of systematic relations 
between properties of some social organizations and their survival as well 
of the general impact of the environment.6 To this extent, selection over-
shadows drift in social evolution.

Drift would occur only if marginal changes in traits brought little altera-
tion to fi tness values. This happens if the fi tness surface is relatively fl at 
for a time in a locality. Flatter fi tness surfaces sometimes allow evolution 

6. On fi rm properties and survival, see Dunne, Roberts, and Samuelson (1988, 1989), Au-
dretsch (1991), Audretsch and Mahmood (1994, 1995), Suarez and Utterback (1995), Agarwal and 
Gort (1996), and Klepper (2002b). On environmental stimuli as the dominant drivers of indus-
try evolution, see Rosenberg (1982), Basalla (1989), Vincenti (1990), Lipsey, Carlaw, and Bekar 
(2005).
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to explore possibilities that later prove adaptive, through changes in the 
fi tness landscape. This creates the possibility of exaptation, where a trait 
or feature becomes used for a purpose different from that which it was 
originally selected by evolution (Gould and Vrba 1982). For example, birds’ 
feathers evolved for insulation but later became used for fl ight; penguins’ 
wings evolved for fl ight but are now used for swimming. Vinyl disk players 
were used to play music but are now revived to create music of a special 
genre (Faulkner and Runde 2009), words in a language change their mean-
ing, and marriage was originally a religious requirement (partly to establish 
paternity and to counter illegitimacy) but now has a signifi cantly different 
function. But such outcomes are always limited by the (possibly changing) 
fi tness landscape and selection pressure. The fact that drift and exaptation 
are not ubiquitous in social evolution means either that selection is playing 
a signifi cant role or that other phenomena like lock-in (David 1985; Arthur 
1989) are preventing drift.

Environmental changes can introduce new variation by changing the fi t-
ness landscape or selection criteria so that the replication process proceeds 
on a new path (e.g., by altering market or ecological niches).7 The selection 
criteria can be captured as components in the fi tness function. Environ-
mental changes would set the replication process on a new path if the value 
of these fi tness components were changed.

Successor selection applies to replicating populations in which conti-
nuity or similarity result from replication and the transfer of (cultural or 
genetic) information, whereas subset selection applies to populations in 
which continuity is secured by the survival of a subset of entities. In succes-
sor selection, each instance of replication is capable of creating new varia-
tion through imperfect copying or new combinations.

An evolutionary process involving repeated cycles of successor selection 
can, in principle, continue indefi nitely because imperfect replication gener-
ates new variation along the way, whereas subset selection removes varia-
tion and eventually grinds to a halt. Because of the remarkable endurance 
of some forms of culture, it is unlikely that they have been sustained prin-
cipally by subset selection.

It is also possible that successor selection is present at multiple inter-
dependent levels in human society. Identifi cation of a hierarchy of social 

7. Environmental changes can also directly alter replicators (e.g., habits modifi ed by institu-
tional adjustments or radioactivity causing genetic mutations). But these are not the most impor-
tant sources of variation.



box 5 . 2  Abuse of the Darwinian selection concept

Consider some examples in which the Darwinian selection concept has been 
abused, by its critics or by its devotees.

In a widely popularized volume, graced with an adulatory preface by for-
mer president Theodore Roosevelt, the American entomologist Vernon L. Kel-
logg noted conversations with leading echelons of the German academy and 
military during the First World War. A German professor of biology is reported 
as saying: “This war is necessary as a test of the German position and claim. 
If Germany is beaten, it will prove that she has moved along the wrong evo-
lutionary line, and should be beaten. If she wins, it will prove that she is on 
the right way, and that the rest of the world, at least that part which . . . the 
Allies represent, is on the wrong way and should, for the sake of the right 
evolution of the human race, be stopped and put on the right way—or else be 
destroyed as unfi t” (Kellogg 1917, 30). Although Kellogg describes this view 
as “Neo-Darwinism,” meaning “natural selection applied rigorously to human 
life and society,” and his reports helped persuade some social scientists that all 
links between the social sciences and biology must be severed (Hodgson 2004b, 
2006a), no basis for any part of this statement will be found in Darwin’s writ-
ings. (Notably, Kellogg did not use the term social Darwinism. Before the 1940s, 
this term was very rare [Bannister 1979; Hodgson 2004b].)

There is nothing necessarily right about the survivors of selection, just 
as the eliminated are not necessarily wrong. Right and wrong are ambiguous 
terms, and the German professor covertly shifts their meaning from matters of 
effi ciency to morality. In both nature and human society, there is no general 
reason why selected entities should be regarded as morally superior.

Furthermore, in general, selection does not necessarily mean effi ciency or 
superiority either (using reasonable defi nitions of those terms). Failure to be 
selected does not imply the general inferiority of a whole nation. Military con-
fl ict is one among several possible mechanisms of selection, and other forms 
of competition could lead to different winners. The fact that Genghis Khan 
invaded much of Asia and established the largest contiguous empire in history 
can be explained largely in terms of superior Mongol military tactics and num-
bers. It does not mean that Mongol social organization or culture was more 
advanced. Market-based competition between nations does not imply that the 
winners are superior in military, cultural, or moral respects. Both war and 
markets are of limited effectiveness as tests of either the general fi tness or the 
superiority of a nation. In any case, given the haphazardness of selection as a 
process, even a long confl ict between just two (internally heterogeneous) mili-
tary blocs is hardly decisive as an experiment.
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One cannot conclude from Darwinism that war is either necessary or desir-
able. The ideology of German opinion leaders at the time was much more na-
tionalist than Darwinian. Yet this war and its bellicose nationalism were factors 
leading to a widespread rejection of Darwinism among social scientists.

Our second example is the commonplace argument that competitive markets 
lead to greater effi ciency (e.g., Friedman 1953) and that state interference inhib-
its this process. Writers in this vein sometimes presume that competitive pro-
cesses similar to natural selection lead to effi cient outcomes (Williamson 1975).

But economic theory has demonstrated that markets lead to effi cient or op-
timal outcomes under very special and extreme circumstances only (Stiglitz 
1991). The evidence does not confi rm that, generally, the most prosperous and 
effi cient economies have minimal states (Kenworthy 1995; Dore 2000; Nel-
son 2003). The attempt to use biology to justify free market ideology is both 
undeveloped and unconvincing. It usually emphasizes human selfi shness and 
ignores the biology of human cooperation (Darwin 1871; Field 2001; Hammer-
stein 2003; Henrich 2004; Bowles and Gintis 2005a, 2005b; Bowles 2006).

In contrast to individualistic or gene-centered conceptions of evolution, 
economic evolution involves competition at multiple levels, including between 
individual workers, individual fi rms, and nation-states. Sometimes the condi-
tions for effi ciency improvement at one level confl ict with those at another. For 
example, competition between fi rms could be more effective if competition and 
mobility among the workforce were reduced, leading to enhanced teamwork 
and learning (Campbell 1994).

Competition between fi rms does not mean that the more effi cient or produc-
tive will survive (Winter 1964, 1971; Boyd and Richerson 1980; Schaffer 1989; 
Hodgson 1993). One reason is that the economic environment of selection is 
highly variable. Firms that do well in one institutional context may do badly in 
another (Amable 2000, 2003; Aoki 2001; Hall and Soskice 2001; Boyer 2005; 
Kenworthy 2006; Gagliardi 2009).

As always, fi tness is context dependent. And government is unavoidably 
responsible for that context, including workable institutions of property and 
contract, on which markets depend. While the Darwinian paradigm points to 
the limitations of central design and control of highly complex systems, it nei-
ther favors or disfavors a predominantly free market ideology nor favors or 
disfavors the possibility of signifi cant and effective state intervention (Hodgson 
1999; Singer 1999; Beinhocker 2006). By contrast, a Darwinian approach en-
tails an adaptive search for a viable mixture of state and market that is sensitive 
to prevailing circumstances.
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 organization through which selection processes occur requires that we sin-
gle out a social interactor at each level (Hull 1988, 2001b; Brandon 1998, 
1999). That is, we must provide a defi nition of a social interactor and its 
corresponding replicator if we wish to succeed in identifying a possible hi-
erarchy of successor selection processes in the social domain (or rejecting 
such a claim). These issues are addressed in later chapters.

As in biology, there is no simple and adequate answer to the pressing 
question of why some entities are selected and others are not. It is necessary 
to identify those particular characteristics and properties that contribute to 
fi tness in a given environment. In Darwinian theory, fi tness is an impor-
tant placeholder for specifi c detailed explanations rather than an adequate 
explanation in itself. Darwinism imposes an explanatory requirement and 
framework: it does not provide a full and detailed explanation.

This does not mean that the task of detailed explanation is unimportant 
or avoidable. A developed theory of social evolution requires explanations 
why some organizations survive and others expire and why some habits and 
routines proliferate while others decay. Explanations can be different in dif-
ferent contexts. For example, a country with a relatively unregulated bank-
ing system can enjoy decades of enhanced prosperity and entrepreneur-
ship but suffer a more serious crisis than its rivals when market confi dence 
is challenged. Specifi c forms of fi rm organization seem to work better in 
some institutional and cultural contexts than others (Whitley 1999; Amable 
2000, 2003; Aoki 2001; Hall and Soskice 2001; Boyer 2005; Kenworthy 
2006; Barnett 2008; Gagliardi 2009). Nevertheless, there may be properties 
such as clarity of communication and effective coordination that are widely 
advantageous for business fi rms. It is the task of the empirical researcher to 
uncover the relative importance of these properties as selection criteria (or 
components in the fi tness function).

Because of misunderstanding and ideological abuse (we give examples in 
box 5.2), many social scientists have eschewed the concept of selection. The 
precise defi nition offered here, with acknowledgment of context depen-
dence and careful consideration of the idea of fi tness, should demonstrate 
its analytic utility and avoid such abuses and misunderstandings.

5 . 4 .  d i f f u s i o n ,  r e p l i c a t i o n ,  r e p l i c a t o r 

m a n i p u l a t i o n ,  a n d  s e l e c t i o n

In this section, we compare selection with some other concepts. The dis-
cussion of selection offered above did not invoke a spatial dimension. The 
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possibilities of emigration from the anterior set and immigration into the 
posterior set are excluded. In this section, we consider the particular pheno-
menon of diffusion, which typically involves space as well as time. In his 
classic Diffusion of Innovations, Everett Rogers (1995) wrote: “Diffusion is 
a kind of social change, defi ned as the process by which an innovation is 
communicated through certain channels over time among the members of a 
social system. It is a special type of communication, in that the messages are 
concerned with new ideas.” Diffusion is here the successive transmission 
of a property—involving information and the capacity to use it—from one 
entity to another, through time and space.

Members of an anterior set possess particular properties. In one incre-
ment of diffusion, this anterior set transforms into a posterior set consisting 
of the same entities only some of which have acquired those properties. 
Clearly, this is not subset selection because the original set of entities is 
maintained without any elimination.

Does diffusion amount to successor selection? It does involve replication 
and an alteration in the distribution of population properties. Novel combi-
nations and new properties are likely outcomes. But diffusion refers to pro-
cesses prior to the test of environmental interaction. Hence, diffusion does 
not itself amount to selection, although it may help explain the generation 
of variety on which selection can operate.

Diffusion is here defi ned in a way that includes the copying of replica-
tors from one entity to another. Infections or epidemics do not amount to 
diffusion because they do not involve the copying of the replicators that are 
developmentally crucial for each host. We describe infection as contagion 
rather than diffusion. Diffusion becomes especially important when there 
is a culture, meaning that information can be transmitted through imita-
tion, symbols, or other forms of communication. But transmission is not 
automatic. We must consider how and to what extent the capacities to un-
derstand and absorb information are themselves acquired.

Culture greatly complicates the evolutionary process by enhancing the 
role of diffusion alongside selection. When one fi rm acquires a new tech-
nique by copying another fi rm, the properties of the fi rm are altered. Among 
these properties are the fi rm’s routines and the skills and habits of its work-
ers. The relative importance of diffusion processes in human society has 
helped sustain the misleading description of social evolution as Lamarckian. 
We argued in the preceding chapter that Lamarckism—defi ned in terms of 
the inheritance of acquired characters—requires a suffi ciently precise defi -
nition of inheritance, which can be differentiated from superfi cial contagion 
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or infection. To establish this, we must distinguish between replicators and 
interactors. We regard inheritance as the creation or modifi cation of replica-
tors, as a result of the transmission of relevant information from one entity 
to another. Inheritance thus turns out to be synonymous with replication.

In human society, all the important examples of diffusion—from tech-
nologies to fashions—involve the alteration of human habits and other 
programmed dispositions as well as the frequent transfer of artifacts. Indi-
viduals decide to adopt a new innovation, such as a new corn seed or weed 
killer, if it has a demonstrable advantage compared to existing alternatives 
(Rogers and Shoemaker 1971). Diffusion changes social replicators such as 
habits and routines without necessarily eliminating their individual or or-
ganizational hosts. Without the alteration of habits—which are the founda-
tion of skills and organizational routines—the changes would be transitory 
and of little signifi cance. There is no similar process of replicator modifi ca-
tion at the genetic level.

With cultural and technological diffusion, it is not an acquired character 
that is inherited. Meaningful inheritance is about the copying of replicators, 
whether phenotypic characteristics change or not. Selection in social evo-
lution typically operates on populations where diffusion helps create new 
variation, leading to differential replication through further diffusion or the 
copying of interactors. This generally qualifi es as successor selection.

Finally, we consider the case of replicator manipulation and its relation 
to selection, as found in the famous book by Richard Nelson and Sidney 
Winter (1982). Firms often change their internal routines, and this typically 
involves amendments, rather than simply elimination and subset selection. 
Internal choice of routines is often similar to gene manipulation. With mod-
ern technology, the genes of living organisms can also be altered. These are 
examples of processes that are neither selection of (because interactors are 
not the selected entities) nor selection for (because it is not an outcome of 
interactor selection). They do not represent successor selection because the 
transformations do not necessarily involve cycles of replication and envi-
ronmental interaction. Consequently, replicator manipulation is not selec-
tion in the technical sense developed here, even if it involves managerial or 
expert choice.8

8. But, if they are suffi ciently cohesive, additional interactors can, in principle, exist at the 
level of the team or the division within the fi rm. In such cases, choice internal to the fi rm can 
count as selection. Some corporations with multiple divisions (or plants) may provide examples. 
If interaction with headquarters leads to differential replication of routines across divisions (e.g., 
by divesting underperforming divisions), then we have an instance of selection. General Electric 
under Jack Welch is a possible example of such internal selection (see, e.g., O’Boyle 1998).
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5 . 5 .  o p e r a t i o n a l i z i n g  s e l e c t i o n  a n d  f i t n e s s

Following established practice, we defi ne fi tness in a nontautological man-
ner, in terms of the propensity of a replicator to produce copies of itself 
(Williams 1966; Mills and Beatty 1979; De Jong 1994). The fi tness of a rep-

licator is the propensity to increase its frequency (relative to other replica-
tors). In the social domain, this translates into the propensity of a social 
replicator (such as a habit or a routine) with a particular feature to produce 
copies and increase the frequency of similar replicators in the population. 
The fi tness of an interactor is the propensity of its replicators to increase 
their frequency. We would typically be interested in a particular set of repli-
cators or interactors or may even limit the analysis to the study of particular 
traits of a replicator or an interactor.

Selection can be present when the social environment generates variance 
in fi tness so that there is a systematic change in the frequencies of replica-
tors and interactors between two time steps. This is a necessary condition, 
but it is not suffi cient. The opportunity for selection does not necessar-
ily imply that any particular replicator (or interactor) experiences selection 
(Wolf, Brodie, and Moore 1999). The additional requirement is that repli-
cators (or interactors) covary with fi tness. This can be seen from the Price 
equation (see this chapter’s appendix). According to the Price equation, the 
fundamental statement about selection of a trait is the existence of covari-
ance between trait values and fi tness.

Fitness involves the mapping (De Jong 1994; Nowak 2006)

 Genotype → Phenotype → Fitness,

or, more generally,

 Replicator → Interactor → Fitness.

The fi rst mapping is from genotype (or replicator) to phenotype (or interac-
tor), and the second is from phenotype (or interactor) to fi tness. In a biolog-
ical context, fi tness is often the expected number of offspring contributed 
by a specifi c class of individuals to the next generation. The phenotype is 
represented by a numerical trait value, and the genotype references alleles, 
which are components of genes that produce distinct traits. More generally, 
the fi tness measure is a function of both interactor and replicator fi tness 
attributes, within a particular environment. If we wish to include different 
environmental states, it is necessary either to reproduce a fi tness mapping 
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for each environmental state of interest or to include a set of environmental 
variables.9

These mappings are often convoluted for analytic purposes. For exam-
ple, the so-called fi tness landscapes assume a direct mapping from genotype 
(or replicator) to fi tness. This is important because fi tness landscapes have 
become widely used in the analysis of social organizations. Many recent 
theoretical contributions use the NK model for the analysis of organizational 
search (starting with Levinthal [1997]). In these models, social replicators 
are represented by bit strings of length N with K (0, 1, . . . , N – 1) interactions 
among individual bits. Each string of bits maps onto a fi tness value, usually 
a number between zero and one. These models typically subsume social 
replicators (e.g., routines) in social phenotypes (e.g., fi rm-specifi c policies). 
This is fi ne for the kind of analysis employed. But an analysis of selection 
effects would benefi t from an elaboration of the causal effects of social repli-
cators (routines) on social interactors (e.g., fi rm-specifi c traits). This would, 
for example, allow researchers to identify developmental effects related to 
fi rm growth and increases in scale as opposed to selection effects. In the 
current formulations, these effects are not parceled out.

The empirical study of selection dynamics in the social world is, perhaps, 
most advanced in studies of cultural evolution (e.g., Boyd and Richerson 
1985; Durham 1991; Richerson and Boyd 2001) and population ecology 
(Hannan and Freeman 1989). These studies typically identify trait values 
but evade the problem of identifying social replicators. Another line of em-
pirical studies provides detailed evidence regarding the emergence, stabi-
lization, and disruption of habits and routines in business organizations 
(Becker 2004). To advance evolutionary studies in the social world, we must 
combine these streams of empirical work. Then social scientists would be 
able to formulate detailed, refutable models of selection dynamics.

The investigation would start by identifying relevant fi tness components 
and then consider what the proper fi tness model is for the problem under 
study (De Jong 1994). The fi tness model hypothesizes a particular relation 
between social replicators and interactors—and between social interactors 
and fi tness. This relation is most likely distinct for different classes of social 
selection processes. We could, for example, consider possible interdepen-
dencies among social replicators (for a simple model, see Wolf, Brodie, and 
Moore [1999]). If present, should they be included in the fi tness model? Evi-
dence for the selection of particular social interactors is then compiled and 

9. This point emerged from discussions with Sidney G. Winter.
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tested in statistical (regression) models that capture the assumptions of the 
fi tness model. While population ecologists, for instance, have documented 
selection effects in a number of carefully executed empirical studies, their 
fi tness model has excluded any explicit mapping of replicator (genotype) to 
interactor (phenotype). It is this mapping that we must uncover in social se-
lection processes. G. De Jong (1994), Jay Beder and Richard Gomulkiewicz 
(1998), and Steven Frank (1998) provide the relevant methods.

5 . 6 .  c o n c l u s i o n

In this chapter, we have outlined a rigorous concept of selection that is 
bereft of any necessary association with blood, gore, or optimization. It 
is no accident that Darwin’s theory of natural selection was inspired by 
economists such as Adam Smith and Thomas Robert Malthus as we observe 
selection in the business world when some fi rms are eliminated through 
bankruptcy and successful fi rms are copied by new entrants. But that does 
not mean that selection must always involve competition or that the fi ttest 
always survive.

In establishing a distinction between subset selection and successor 
selection, we have shown that both concepts apply to the social domain. 
When some fi rms expire in an industry or some laws are repealed without 
substitute, then these are cases of subset selection. When organizations give 
rise to new copies through demerger, spin-off, or imitation, then that may 
qualify as successor selection. To consider whether such cases qualify, we 
must consider the concept of replication as this is integral to the defi nition 
of successor selection. This is the subject of the next chapter.

a p p e n d i x :  p r i c e ’ s  d e f i n i t i o n  o f  s e l e c t i o n

According to Price (1995), selection is the act or process of producing a cor-
responding set. Given a set P containing ωi amounts of I distinct elements pi 
that have the properties xi, Price (1995, 392) defi nes a corresponding set as 
follows: “We will say that a set P′ is a corresponding set to a set P if there 
exists a one-to-one correspondence such that, for each member pi of P, there 
is a corresponding member pi′ of P′ which (if not empty) is composed partly 
or wholly of the same material as pi, or has been derived directly from pi, 
or contains one or more replicas of pi or some part of pi or has some other 
special close relation to pi.” Using this defi nition of a corresponding set, 
Price (1995, 392) defi nes selection as follows: “Selection on a set P in relation 
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to a property x is the act or process of producing a corresponding set P′ in a 
way such that the amounts ωi′ (or some function of them such as the ratios 
ωi′/ωi) are non-randomly related to the corresponding xi values.”

The terminology introduced by Price yields a useful statistical defi nition 
of selection. Let P be a set containing ωi amounts of I distinct elements that 
have the properties xi. A transformation P → P′ (possibly the identity trans-
formation) results in a second set, P′. The set P′ contains ωi′ amounts of I 
distinct elements with properties xi′. The transformation P → P′ is termed a 
selection process that gives rise to the effect X → X′ in a population property 
X related to property x of the individual set members. This effect X → X′ can 
be calculated as the change in the average value (Price 1995; Frank 1997):

(5.1) ∆X = X′ – X = ∑ωi′xi′ – ∑ωixi ↔ e∆X = Cov(ei, xi) + E(ei∆xi), ωi′ = ωiei/e,

where ei is the fi tness of element i in the set P, and e is average fi tness 
of the set P. Selection is present whenever Cov(ei, xi) differs signifi cantly 
from zero.10 By contrast, a transmission effect is present whenever E(ei∆xi) 
differs signifi cantly from zero. In biological populations, the transmission 
effect can be thought of as changes in traits that are caused by conversion 
events such as mutations. In social populations, a transmission effect can be 
considered an individual-level exploration or innovation effect. A selection 
or a transmission effect references a change in the fi rst moment of the trait 
distribution; that is, selection is a change in the average trait according to 
the population in question.

The Price equation provides a useful means of empirical verifi cation of 
possible selection effects in a population of interest. As the reader can verify, 
it is straightforward to recursively expand the expression given above to 
include multiple hierarchical layers of selection (using the expectation term 
for expansion).11 It is also possible to use the Price equation on trait fre-
quencies (the fraction of a population with a particular trait), rather than 
trait values. This would be an obvious way to develop the Price formalism 
for use in the social sciences.

10. Equation (5.1) shows the discrete-time version of Price’s equation because this is the 
most common for empirical analyses. The continuous time version is: dE(X)/dt = Cov(ei, xi) + 
E(dxi/dt).

11. A further issue concerns the expansion of the Price equation to encompass selection on 
higher moments than the fi rst.
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Note that the Price equation (eq. [5.1]) has a straightforward and useful 
relation to regression analysis (Frank 1998):

(5.2) e∆X = Cov(ei, xi) + E(ei∆xi) = βe,xVx + E(ei∆xi),

where the covariance, Cov(ei, xi), has been partitioned into the product 
of the regression coeffi cient βe,x and variance Vx in trait values. This version 
of the Price equation is useful for empirical purposes. Under the assump-
tion that mean changes in phenotypic traits Z is equal to mean changes in 
gene traits X, we can write (see Frank 1998):

(5.3) e∆X = e∆Z = βe,xVx + E(ei∆xi).

In genetics, X is the additive genetic value, Vx is the variance attributed to 
a set of predictors of phenotypic traits, and the β’s are total regression coef-
fi cients. The standard predictors are alleles (Frank 1998), and traits could, 
for example, be camoufl age color or neck length. As Frank (1998, 17) notes, 
there is nothing special about genetics as regards the application of this for-
malism. He mentions that traits Z could be corporate profi ts with predictors 
of cash fl ow and years of experience by management.

The Price formalism also provides a general and rigorous way in which 
to examine selection effects in social processes. But we are in no position 
to offer detailed empirical results that use this approach in the social world 
because the use of rigorous quantitative models for the study of social selec-
tion is still in its infancy. Still, we are confi dent that their application would 
present a signifi cant advance in studies of selection dynamics in the social 
world.12

12. Wolf, Brodie, and Moore (1999) provide a rare introduction to the study of social selection 
gradients. This line of work can easily be extended by appropriate defi nitions of a fi tness measure, 
e.g., number of social replicators or interactors. For formalizations with which to measure fi tness, 
see also De Jong (1994), Beder and Gomulkiewicz (1998), and Frank (1998).
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Information, Complexity, and 
Generative Replication

It is possible that the complexity revolution, far from revealing the limits 

of the Darwinian tradition, will serve instead to show the limits only of the 

background assumptions on which that tradition has hitherto relied.

david j .  depew and bruce h.  w eber,  ( 1995 )

It is the assumption that nonlinear dynamics testifi es solely in favor of Dar-

winism’s historical rivals that we want to call into question. . . . We see no 

reasons why Darwinism cannot greet the advent of complex systems dynam-

ics as equally as its rivals.

bruce h.  w eber and david j .  depew,  ( 1996 )

Replication is a key element in Darwinian evolution, often leading to the 
creation of new entities. It is a recently developed concept that has helped 
generalize the notion of inheritance beyond the biological domain. Gener-
ally, replication involves the transmission of information that can create or 
modify a replicator. In this chapter, we refi ne the defi nition of a replicator 
and identify some crucial replicators in social evolution.1

The aim of this chapter is to salvage the concept of the replicator from 
some of its critics, to establish a special class of replicators that is important 
in both social and biological evolution, and to persuade our colleagues in the 
social sciences of the importance of its relevance and value. Instead of the 
vague word meme, we give specifi c examples of types of social replicator.

Darwin did not clearly identify the concept replicator, and he was ig-
norant of the precise mechanisms of replication. But the general idea is 
implicit in his work in terms of continuity by descent. He assumed that 

1. As mentioned earlier, we treat replication and inheritance as synonyms. But inheritance is 
sometimes viewed as any passing of information, while replication is seen as high-fi delity trans-
mission of discrete units of inheritance. Still other writers use a broader defi nition of replicator 
and others a narrower concept of inheritance: there is a lack of consensus on this issue. While the 
fi delity of information transmission is important, we do not regard it as the sole criterion, and we 
do not think that it is useful to distinguish between inheritance and replication in this way.
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information was transmitted in reproduction by such information-carrying 
entities as seeds, sperm, ova, or pollen.

Since it was coined by Richard Dawkins (1976), the concept replicator has 
been clarifi ed by philosophers of biology and others (Hull 1988; Sterelny, 
Smith, and Dickison 1996; Godfrey-Smith 2000b; Sperber 2000; Aunger 
2002; Nanay 2002). We review this work below.

A broad defi nition of a replicator has emerged, with attributes of causal-
ity, similarity, and information transfer. While we accept this general defi -
nition, we regard it as too broad for some purposes and requiring further 
refi nement.

We draw inspiration from the literature on “self-reproducing” automata 
(von Neumann 1966; Sipper 1998; Freitas and Merkle 2004) to strengthen 
the notion of information transfer in replication processes.2 To the triple 
conditions of causality, similarity, and information transfer, we add a fourth 
condition that defi nes a generative replicator as including a “conditional 
generative mechanism” or program that can turn input signals from an 
environment into developmental instructions. The special case of genera-

tive replication has the potential to enhance complexity, which, in turn, 
requires that developmental instructions are part of the information that 
is transmitted in replication. (We discuss relevant defi nitions of complexity 
below.) Demonstrating the usefulness of the refi ned concept in the social 
domain, we identify social generative replicators that satisfy all four pro-
posed conditions.

This demonstration is signifi cant for several reasons. First, the refi ned 
concept of generative replication overcomes objections by “developmental 
systems” theorists from within the philosophy of biology that the idea of a 
replicator is too broad to be useful. Second, and contrary to other skeptics, 
it is shown, not only that replication is a concept relevant to social evolu-
tion, but also that the special case of generative replication is important to 
help understand the evolution of complex social phenomena. Third, the 
refi ned defi nition cuts through the problems associated with the concept 
meme and deals with these by focusing on a more sharply defi ned set of rep-
licators. Fourth, this argument shows that the project to generalize Darwin-
ian principles to social evolution has a “positive heuristic” (Lakatos 1976) in 
that it raises new research questions, in particular, the conditions necessary 
to generate phenomena of greater complexity.

2. Gabora (2004) also uses von Neumann’s (1966) work to refi ne the concept of the 
replicator.
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6 . 1 .  j u d g m e n t  d a y  f o r  t h e  r e p l i c a t o r

The role of replicators has been touched on in the famous evo-devo dis-
pute concerning the relative roles of development, selection, and genotypic 
transmission (Gilbert, Opitz, and Raff 1996; Wimsatt 1999; Stadler, Stadler, 
and Wagner 2001; Baguñà and Garcia-Fernàndez 2003). Our claim is that 
replication, development, and selection are all essential features of evolu-
tion in complex population systems. Consideration of their relative roles 
is an empirical as well as a theoretical matter, but the outcome would not 
make any of these features inessential.

Going much further, recent formulations of developmental systems the-
ory try to generalize Darwinian principles in very broad terms that sideline 
or exclude the replicator (Griesemer 1994, 1999; Griffi ths and Gray 1994, 
1997; Wimsatt 1999). Theorists emphasizing the developmental side of the 
evolutionary process point out that inherited information itself cannot pro-
vide a complete description of the emerging phenotype and, consequently, 
that development depends crucially on the particular context. Heredity and 
development interact in a way that cannot give overwhelming priority to 
the genotype. James Griesemer (1994) thus roots the concept of inheritance 
in whole developmental lineages, rather than in genotype-to-genotype 
transmission.

Partly because of its origination from Dawkins, the replicator idea has 
been linked with overly gene-centered accounts of the generalized Darwin-
ian evolutionary process. Paul Griffi ths and Russell Gray (1997, 473) ex-
plain that developmental systems theory “takes to its logical conclusion the 
slow unraveling of the idea that genes are the sole evolutionary replicators.” 
In particular, some biologists have “drawn attention to the large class of 
structures which are inherited parallel with the genes and play an essential 
role in development at the cellular level. . . . These intra cellular elements 
of the developmental matrix are essential for the replication of DNA and 
are not themselves constructed on the basis of DNA sequences.” As Eva 
Jablonka and Eörs Szathmáry (1995) argue, these parallel structures consti-
tute an additional “epigenetic inheritance system.” Hence, developmental 
systems theory shifts the focus onto the entire developmental system rather 
than the replicator and its “interactor” (Hull 1988).

Developmental systems theory has become suffi ciently fashionable to 
receive approval in an important textbook on the philosophy of biology 
(see Pigliucci and Kaplan 2006). We are unconvinced that its arguments 
require the abandonment of the replicator-interactor distinction. Some ac-
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counts are inconsistent. For example, William Wimsatt (1999) and Mas-
simo Pigliucci and Jonathan Kaplan (2006) reject the replicator-interactor 
distinction but retain the concepts of genotype and phenotype. This is in-
coherent if we accept the former distinction as a generalization of the latter 
(Brandon 1996). Pigliucci and Kaplan (2006, 80) go further and “regard 
any sharp distinction between replicators and interactors as having out-
lived its usefulness. Replication itself demands, in general, the organism’s 
ability to interact. Genomes do not ‘self-replicate.’ . . . There is, therefore, 
no way to distinguish in general between the things that are replicated, the 
things that do the replicating, and the things that interact.” We agree that 
replication requires the entity’s ability to interact: processes of replication 
and interaction are causally intermeshed. But they are different facets of 
evolution. We also agree that neither genomes in particular nor replica-
tors in general self-replicate. Terms such as self-replication and phrases such 
as making copies of themselves have been used liberally by modern writers 
on evolution and memetics, including Richard Dawkins (1976) and Susan 
Blackmore (1999).3 But these should not mislead us into believing that rep-
lication is an entirely independent and self-driven process. DNA is typically 
inert. Genetic and other forms of replication require external triggers and 
specifi c environmental conditions. Replicators do not literally replicate by 
themselves.

At most, Pigliucci and Kaplan reveal the misleading use of language, 
which can wrongly exclude the vital role of external factors or invest the 
replicator with a purpose or goal. There is nothing new in their valid claim 
that genomes do not self-replicate. But one cannot jump from this prop-
osition to the conclusion that there is “no way to distinguish in general 
between the things that are replicated” and “the things that do the repli-
cating.” Replicators are not necessarily clearly identifi able things: they are 
parts or features of the whole that embody replicated information. Against 
Pigliucci and Kaplan, the distinction can be maintained once we highlight 
the informational feature of the replicator and the encompassing nature of 
the interactor.

As elaborated here, prominent recent defi nitions of a replicator do not 
literally involve any self-replication that is independent of environmental 
infl uences or context. Our sharper concept of generative replication explic-

3. Similar problems arise with the terminology of self-reproducing automata (von Neumann 
1966), notwithstanding the value of this literature. Like genes, automata do not reproduce them-
selves without external inputs.
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itly acknowledges the dependence on other structures and environmental 
inputs.

Much of the literature on cultural and social evolution bypasses the ques-
tion of the detailed mechanisms of cultural replication or transmission. We 
aim to explore in more detail the social and psychological mechanisms of 
sociocultural evolution and, where appropriate, place these in a generalized 
Darwinian framework. Once we examine the transmission mechanisms in-
volved, we are presented with multiple possible substrates, involving brain 
patterns, social networks, symbols, and artifacts.

As Stephen Jay Gould (1996), William Wimsatt (1999), Richard Nelson 
(2006, 2007b), and others elaborate, in the sociocultural domain there are 
complex patterns of inheritance and few clear boundaries between species. 
For Gould and Nelson, these are reasons to, respectively, reject or limit the 
exploration of communalities between biological and sociocultural evolu-
tion. For Wimsatt, they mean that evolutionary concepts must be pushed to 
a high level of generality, after abandoning the distinction between replica-
tor and interactor.

In contrast, we fi nd that the distinction between replicator and interac-
tor is vital. Without it, it is impossible to distinguish between inheritance 
and contagion. Many cultural selection processes are characterized by the 
way in which interaction among individuals and organizations causes dif-
ferential replication of cultural information. To capture adequately such 
processes in our theories, the distinction between replicator and interactor 
should be retained in the sociocultural domain. And it should be framed at a 
suffi ciently high level of abstraction to encompass the important differences 
between social evolution and natural evolution.

Part of our rationale for this devolves from the understanding that Dar-
winian evolution is essentially about interacting and replicating populations 
of (varied and developing) entities rather than singular self-organizing or de-
veloping systems. Once this focus on populations is established, we need to 
understand the sources of both similarity and variation between elements, 
in the context of the development of individual entities, their informational 
interaction, and the evolution of entire populations. The concepts replicator 
and interactor are essential to this task.

As Sterelny, Smith, and Dickison (1996) argue, developmental systems 
theory lacks adequate defi nition of the boundaries of the units in the evolv-
ing population. We propose that some such boundaries must exist in an 
evolutionary system that is capable of retaining relatively successful adapta-
tions and generating increasing complexity. Our defi nition of the interactor 
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focuses on a relatively cohesive entity with boundaries that hosts replicable 
information. The loss of vital boundaries is an adverse outcome of abandon-
ing the distinction between replicator and interactor.

Although the argument is at an abstract and conceptual level, it makes 
some important distinctions that are vital for empirical research into social 
evolution and establishes some important hypotheses about the origins of 
social complexity.

The remainder of this chapter is organized as follows. In section 6.2, we 
scrutinize the widely used defi nition of replication in terms of the triple con-
ditions of causality, similarity, and information transfer. Section 6.3 draws 
from the literature on self-reproducing automata to strengthen the notion 
of information transfer in replication processes. Essentially, generative rep-
lication requires that developmental instructions be part of the information 
that is transmitted in replication.

Section 6.4 establishes the concept of generative replication. In addition 
to the triple conditions of causality, similarity, and information transfer, we 
adopt a new condition that defi nes a generative replicator as embodying 
a “conditional generative mechanism,” a material structure that embodies 
mechanisms that can turn input signals from an environment into develop-
mental instructions. By this defi nition, genes, but not prions, are genera-
tive replicators. Section 6.5 examines the conjecture that generative replica-
tion has the potential to enhance complexity. Sections 6.6 and 6.7 discuss 
possible replicators in the social domain. After a critique of the concept of 
the meme in section 6.6, section 6.7 demonstrates the usefulness of the 
concept of generative replication in the social domain by identifying habits 
as generative social replicators that satisfy all four conditions. Section 6.8 
considers whether diffusion alone has the capacity to increase complexity. 
Section 6.9 concludes the chapter.

6 . 2 .  r e p l i c a t o r s  a n d  r e p l i c a t i o n

Dawkins (1976) described replicators as having longevity, fecundity, and fi -
delity. More precisely, Dawkins (1982, 2004) defi ned replication as a process 
involving genotypic copying fi delity suffi cient to limit copying error and to 
pass on to successive generations the genotypic errors and mutations that 
actually occur. He identifi ed both genes and memes as replicators.

David Hull (1988, 408) defi nes a replicator as “an entity that passes 
on its structure largely intact in successive replications.” A key question 
here is what structures are signifi cant and why. Again, the defi nition re-
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quires refi nement. And, if a meme is a replicator, then what structure is 
passed on?

Sterelny, Smith, and Dickison (1996, 395) offer a more elaborate defi -
nition of a replicator. They propose that, if B is a copy of A, and if B is 
produced through a process of replication, then “A plays a causal role in 
the production of B,” and “B carries information about A in virtue of being 
relevantly similar to A: This similarity is often functional: B has the same, 
or similar, functional capacities to A.” This defi nition emphasizes the three 
key points of causal implication, similarity, and information transfer that 
are central to most subsequent defi nitions.

These three elements, taken together, admit a very wide class of enti-
ties. Against Dawkins and others, Sterelny, Smith, and Dickison argue that 
nonorganisms such as birds’ nests and animals’ burrows qualify as replica-
tors. But the causal role that one nest or burrow plays in the production of 
another is highly limited. It exists only insofar as the attempt to produce 
one nest or burrow is crucial, through learning or whatever, in the develop-
ment of the organism’s capacity to produce another. If nests and burrows 
are to be admitted as replicators, then their causality condition must be in-
terpreted in very weak terms. The causal link is merely that each replicator 
is a practice model for its successors. We suggest that this is an inadequate 
account of the causality condition: it must be coupled with stipulations that 
make the causality more meaningful. The defi nition we offer below of gen-

erative replicator excludes nests, burrows, and many human artifacts.
In another refi nement of the concept of the replicator, Peter Godfrey-

Smith (2002b) also emphasizes that replication involves “two main ele-
ments, a resemblance between copy and copied, and some suitable causal 
relation linking the copy to the copied” (405). He is also skeptical of ver-
sions of cultural evolution based on the meme. For him: “The . . . job of 
explaining the heritability of variation, in the sense relevant to evolution by 
natural selection, . . . is the proper one for the replicator concept” (413). He 
then constructs the following defi nitions: “Y is a replicate of X if and only 
if: (i) X and Y are similar (in some relevant respects), and (ii) X was causally 
involved in the production of Y in a way responsible for the similarity of Y 
to X. Replication is any process by which a replicate is produced” (414–15). 
Notably, this defi nition requires similarity “in some relevant respects” but 
does not specify what is “relevant.”

Dan Sperber (2000) also argues that replication involves elements of 
causation, similarity, and information transfer and specifi es the “minimal 
conditions” for replication:
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For B to be a replication of A,
(1)  B must be caused by A (together with background conditions),
(2)  B must be similar in relevant respects to A, and
(3)  The process that generates B must obtain the information that makes B 

similar to A from A. . . . B must inherit from A the properties that make 
it relevantly similar to A. (169)

He then argues that many cases of so-called memetic replication are not 
true replication according to this defi nition, principally because the third 
condition is violated. Hence, the “grand project of memetics . . . is mis-
guided” (173).

Robert Aunger (2002) refi nes Sperber’s (2000) defi nition to add a fourth 
condition: “duplication.” By this he means that, during the replication pro-
cess, one entity gives rise to two (or more). According to Aunger, replication 
is a special type of inheritance, one in which duplication is involved.

While Aunger’s argument is illuminating, we are unconvinced that du-
plication is necessary to, or useful in, refi ning the concept of replication. 
The critical issue in understanding the process of replication is the nature 
and function of the structure that is passed on, including any information 
that it might hold. It is not whether the replicator is lucky or unlucky in sur-
viving the process of replication, leading or not to the coexistence of mul-
tiple copies. We concentrate on the key issues of structure and information, 
which are central to replication. The three remaining and aforementioned 
conditions of causality, similarity, and information transfer are necessary 
but insuffi cient for this task.

Why are they insuffi cient? A problem is that the three conditions of cau-
sality, similarity, and information transfer cover a broad class of copying 
processes. They would also apply to technologies such as photocopying and 
the copying of data on magnetic media or on compact discs. The similarity 
condition pertains in these cases. The causality condition is also satisfi ed 
because the original is causally implicated in the production of the copy, 
in the weak sense that, without the original, the copy could not exist. For 
Sperber (2000), the information-transfer condition is also satisfi ed because 
the information in the copy originates from the original.

Although these criteria cover a broad range of copying processes, 
Sperber points to exceptions, such as the example of contagious laughter 
spreading through a group. Although one person’s laughter may trigger the 
laughter of another, the laughter itself is “not copied” because the second 
person does not imitate the laughter of the fi rst. Instead: “There is a bio-
logical disposition to laughter that gets activated and fi ne tuned through 
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encounters with the laughter of others. . . . The motor program for laugh-
ing was already fully present in [the second person], and what the laughter 
of others does is just activate it” (2000, 168). Sperber thus claims that his 
information-transfer condition is unsatisfi ed in this case.

If, instead, a second sound recorder were switched on to record the 
sounds of a fi rst recorder, then, for Sperber, this would be a case of true 
replication satisfying all three of his conditions. Similar remarks seem to 
apply to the photocopying of documents. However, while these examples 
are different from the contagious spread of laughter, the difference is one 
of degree. The triggering of patterns of laughter may involve a signal that is 
much simpler than the detailed information copied by a sound recorder or 
photocopier, but the difference lies in the amount and the kind of informa-
tion transferred. In no case is the transferred information suffi cient in itself 
to produce the copy. In none of these cases is the copying mechanism itself 
copied.

What if the intensity and style of the initial laughter trigger mirth of a 
similar intensity and style in others? Then the initial laughter would be 
carrying information that was critical in forming the character of the cop-
ied laughter. Sperber himself admits the possibility of laughter being “fi ne 
tuned” through encounters with others. In this case, the initial laughter 
becomes more than a mere trigger: it carries signifi cant information that 
is copied.

Furthermore, Sperber’s condition that “B must inherit from A the prop-
erties that make it relevantly similar to A” can be interpreted in terms that 
exclude, not only his example of laughter, but also the examples of copying 
with sound recorders or photocopiers. It all depends on what we mean by 
properties. In his discussion of laughter, Sperber focuses on the capacity to 
produce the behavior. The disposition to laugh is not replicated, but neither 
is the capacity to make copies with a sound recorder or photocopier. These 
machines already have the capacity to make copies. Hence, if properties re-
fers to the capacity to produce a faithful copy, and if this capacity is already 
there before the response is triggered, then none of these examples satisfy 
the information-transfer condition because these key properties are not in-
herited in the copying process.

Although Sperber’s information-transfer condition takes us in the right 
direction, it is insuffi ciently precise. It depends crucially on what is meant 
by information and what properties must be inherited to constitute true rep-
lication. A critical issue pertains to the replication of a copying mechanism 
or the absence of such processes. Relevant insights appear in our discussion 
of self-reproducing automata in the next section.
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6 . 3 .  i n s p i r a t i o n  f r o m 

“ s e l f - r e p r o d u c i n g ”  a u t o m a t a

John von Neumann (1966) considered conditions under which automata 
would be capable of producing copies of themselves and of generating nov-
elty and additional complexity. He did not propose that evolution always 
increases complexity, but he was interested in the conditions under which 
further complexity could be generated. He distinguished between the copy-
ing of entities that synthesize to produce higher degrees of complexity and 
the copying of entities that reduced overall complexity: “There is thus this 
completely decisive property of complexity, that there exists a critical size 
below which the process of synthesis is degenerative, but above which the 
phenomenon of synthesis, if properly arranged, can become explosive, in 
other words, where synthesis of automata can proceed in such a manner 
that each automaton will produce other automata which are more complex 
and of higher potentialities than itself” (80).

Following von Neumann, we propose that generative replication should 
be confi ned to cases with the potential to increase complexity. As explained 
in more detail below, we defi ne complexity in terms of (neg)entropy. A rep-
lication process increases complexity when the replicators systematically 
gain more information about an environment (less entropy). This would 
exclude copying with sound recorders or photocopiers and the copying of 
nests and burrows. Such copies have no more potential to enhance com-
plexity than their predecessors do. To increase potential complexity, copies 
must eventually be capable of producing novel additional components or 
performing novel operations in response to new environmental conditions 
and input signals.

Von Neumann (1966) examined in detail the properties that a “self-
 reproducing” automaton must possess to make it capable of producing other 
automata. These properties include instructions that describe the structure 
and processes of an automaton, a copying unit that is capable of reading and 
copying instructions into a new automaton and translating them as direc-
tions for a production unit, a production unit that builds a new automaton, 
and some mechanism of coordination between these elements. His research 
has infl uenced robotics and computer science (Sipper 1998; Luksha 2003).

However, biological replicators lack the abstract properties of self-
 reproducing automata outlined by von Neumann. In particular, as develop-
mental systems theorists emphasize, genes themselves do not carry enough 
information to describe or generate a new organism. The development of 
the organism depends additionally, not only on environmental stimuli, but 
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also on cellular structures inherited alongside the genes. Consequently, nei-
ther genes nor organisms constitute a complete production unit for new 
organisms.

The theory of self-reproducing automata points to the potential to en-
hance complexity. It also sees the developmental instructions as part of the 
information that is transmitted on replication. These two inspirations lead 
us to the concept of generative replication. A generative replicator is a mate-
rial structure that is responsive to environmental stimuli or signals. There 
is at least one signal that can cause a nondegenerative response from the 
replicator. Such a response consists of further instructions or signals to the 
interactor that guide its development. It is nondegenerative in the sense that 
it leads to outcomes that are conducive to the survival of the replicator and 
the information it carries.

For example, the DNA code determines the constitution of the protein 
molecules in the organism. It instructs the processes of cell formation by 
governing the production of amino acids and proteins, subject to the cir-
cumstances and external conditions involved.

6 . 4 .  t h e  g e n e r a t i v e  r e p l i c a t o r  d e f i n e d

Dawkins’s point about copying fi delity and passing on mutations is im-
portant but insuffi cient for our project. Our concern is to defi ne a special 
class of replicators with the potential to increase complexity, rather than to 
defi ne the broader boundaries of replication itself. Furthermore, Dawkins 
(2004, 391) associates copying fi delity with mutations or errors in genotypic 
information and, by contrast, requires that most “environmentally acquired 
changes” are not passed on. But this important distinction begs the defi ni-
tion of a genotype or a replicator.

On the basis of our discussion of self-reproducing automata, we adopt a 
fourth condition in the defi nition of a generative replicator:

4. Conditional generative mechanisms: Generative replicators are material 
structures that embody construction mechanisms (or programs) that can 
be energized by input signals that contain information about a particu-
lar environment. These mechanisms produce further instructions from 
a generative replicator to their related interactor that guide its develop-
ment. (External infl uences that produce outcomes generally unfavorable 
to the survival of the replicator or interactor are described, not as input 
signals, but as destructive forces.)
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This fourth proposition adds to the established three defi nitional features 
for a replicator, namely, causal implication, similarity, and information 
transfer. We refi ne these as follows:

1. Causal implication: The source must be causally involved in the produc-
tion of the copy, at least in the sense that, without the source, the particu-
lar copy would not be created.

2. Similarity: The replicated entity must be or contain a replicator. The con-
ditional generative mechanisms in the copy must be similar to those in 
the source. Errors or mutations in these mechanisms must also be copied 
with some degree of fi delity.

3. Information transfer: During its creation, the copy must obtain the con-
ditional generative mechanisms that make the copy similar to its source 
from that same source.

Note how the causality condition is clarifi ed. The enhanced-similarity 
condition requires that similarity must apply to the conditional generative 
mechanisms and takes on board Dawkins’s (2004) stipulation. A related 
refi nement appears in the information-transfer condition. These conditions 
preserve the spirit of Hull’s (1988, 408) defi nition of a replicator as “an en-
tity that passes on its structure.” A component that satisfi es all four condi-
tions is described as a generative replicator.

Both replication in general and generative replication in particular by 
defi nition involve the copying of replicators. They may or may not involve 
the copying of host interactors as well. Diffusion is a special case of replica-
tion in which replicators are copied from one existing interactor to another, 
without the creation of new interactors.

Note that condition 4 above refers to interactors as well as the related 
generative replicators. Our defi nition of a generative replicator leads to the 
following logical condition: every generative replicator is hosted by at least one 

interactor. In the following chapter, we defi ne every interactor as hosting at 
least one replicator.

One of the problems involved in defi ning the concept of the replicator 
is understanding what exactly information means. Our specifi cation helps 
fi ll this gap. The concept of information here does not necessarily carry 
interpretations or meanings in the same way as the information commu-
nicated by humans does. It is information in a cruder sense of a code or a 
signal, as stored and manipulated by computers and present in DNA. For 
Claude Shannon and Warren Weaver (1949), a message has “information 
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content” when its receipt causes some action. For us, the information in-
volved consists of signals with the potential to trigger generative mecha-
nisms that guide the production of further replicators or the development 
of interactors.

We acknowledge that the Shannon-Weaver defi nition omits key features 
of information: ideas and knowledge in the human domain, particularly 
meanings and interpretations. When we discuss social evolution, it is es-
sential to bring these into the picture. But, because our conceptual discus-
sion here is at a high level of generality, spanning both social and biological 
evolution, information cannot be defi ned more narrowly (see section 6.6 
below).

Our added condition insists on the materiality of the replicator; hence, 
ideas as such are not replicators. More appropriately, ideas can be regarded 
as emergent expressions of mental habits or dispositions. By contrast, habits 
qualify as generative replicators, as shown below.

Our concept of a conditional generative mechanism is close to what 
Ernst Mayr (1974, 1988) describes as a “program.” Mayr (1988, 48) regards 
a program as something that is embodied in a material substrate that gives 
rise to goal-driven (or “teleonomic”) behavior and is, hence, “consistent 
with a causal explanation.”

Nests, burrows, and photocopies are not generative replicators. None of 
these items is capable of receiving and emitting signals that lead to the de-
velopment of the interactor. However, given that their survival is dependent 
on specifi c environmental conditions, then changes in those conditions can 
lead to changes in their state. They can be destroyed by (say) water or fi re. 
To exclude such destructive infl uences, the sentence in parenthesis in con-
dition 4 above establishes that destructive or degenerative environmental 
factors that lower the survival probability of an entity do not count as sig-
nals. They may have important effects, but, defi nitionally, they are not sig-
nals for the purpose of our condition 4. Having made this exclusion, nests, 
burrows, and photocopies have no conditional mechanisms to guide the 
development of the interactor.

Dawkins rejects the selfi sh nest and similar examples on the grounds 
that they fail to meet the similarity condition—small copying errors in nest 
and burrow production are not preserved and transmitted to a third gen-
eration. Such preservation is essential for cumulative evolution via natural 
selection, and cumulative evolution is essential for the evolution of complex 
adapted structure. For Dawkins, replication in conjunction with the right 
kind of fi delity is the necessary foundation of complexity.
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Our analysis complements that of Dawkins, who characterizes the 
output conditions of inheritance mechanisms if complex systems are to 
evolve. But we also consider the mechanisms that are required to gener-

ate complex outputs. We exclude nests and burrows because they do not 
contain a mechanism that can receive and emit signals that lead to the fur-
ther development of the interactor. Hence, they cannot compress, transmit, 
and express the information required in building structures of increasing 
complexity; they exhibit limited heredity in the sense of Maynard Smith 
and Szathmáry (1995). We identify generative replication as a necessary 
condition for the evolution of structures that are potentially unbounded 
in complexity. The emergence of unlimited heredity requires generative 
replication.

Briefl y consider some further examples. Widely regarded as replicators, 
prion proteins are associated with transmissible spongiform encephalopa-
thies (such as BSE, or mad cow disease). They involve the accumulation of 
an abnormally folded variant of the normal prion protein that spreads by 
direct contact when the normal form also becomes misfolded and, thus, 
converted to an abnormal and equally infectious form (Prusiner 1998). The 
replication of the abnormal form fi rst grows exponentially and then dies 
out when the pool of normal prion molecules is exhausted. Prion replica-
tion does not contain signal-responsive construction mechanisms that hold 
information about a particular environment. At most, it is a simple form of 
replication in which no conditional generative mechanisms are passed on. 
Hence, prions are not generative replicators.

Biological viruses are infectious organisms with a nucleic acid genome 
(DNA or RNA). They spread by genome replication rather than direct con-
tact. The genome of a virus involves a signal-responsive construction mech-
anism. A newborn genome codes for the protein coat (capsid) within which 
it is then housed. Thus, viruses are interactors (bounded by the protein 
coat) that house a replicator (the genome). Biological viruses hold informa-
tion about special environments and acquire adaptive solutions to particular 
problems (such as immune response). Their hosts are not their interactors, 
and, even if biological viruses are destructive for their hosts, their genomes 
qualify as generative replicators.

Computer viruses also contain signal-responsive construction mecha-
nisms. They also hold information about special environments (e.g., par-
ticular types of operating systems), and some even acquire adaptive solu-
tions to particular problems (e.g., to avoid detection). Computer viruses 
are replicators, and their interactors are, arguably, the computer programs 
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that they infect.4 This contrasts with biological viruses, whose hosts do not 
constitute their interactors. Consequently, because computer viruses are 
generally destructive of the programs they infect, they are not generative 
replicators.5

6 . 5 .  g e n e r a t i v e  r e p l i c a t i o n  a n d  c o m p l e x i t y

For two centuries, it has been debated whether evolution generally gives 
rise to increased complexity (Saunders and Ho 1976, 1981; Gould 1977; Ad-
ami, Ofria, and Collier 2000; Adami 2002). Some endorse the proposition, 
some suggest that the evidence is inconclusive, and others reject the idea.

The disagreement also concerns what defi nitions and measures of com-
plexity to use when such claims are assessed (Adami, Ofria, and Collier 
2000; Adami 2002). Christoph Adami’s (2002) useful review of defi nitions 
and measures of complexity concluded that many have drawbacks. Consis-
tent with mathematical information theory, Adami holds that the essence of 

complexity for an evolving entity is the amount of information that it stores 

about the environment in which it evolves. He writes:

The physical complexity of a sequence refers to the amount of information 
that is stored in that sequence about a particular environment. For a genome, 
this environment is the one in which it replicates and in which its host lives, a 
concept roughly equivalent to what we call a niche. Information . . . is always 
about something. Consequently, a sequence may embody information about 
one environment (niche) while being essentially random with respect to an-
other. This makes the measure relative, or conditional on the environment, and 
it is precisely this feature that brings a number of important observations that 
are incompatible with a universal increase in complexity in line with a law of 
increasing physical complexity. (1087)

This defi nition conceptualizes complexity as information relative and con-
ditional on the environment in which the entity evolves. Information is 
obtained from input signals that are actually recorded in a sequence stored 
in a replicator (genome), which, in turn, requires a distinction between rep-
licators and interactors. These aspects of complexity are captured by our 

4. Note Hull’s (1988, 408) defi nition of an interactor as “an entity that directly interacts as a 
cohesive whole with its environment in such a way that this interaction causes replication to be 
differential.” For a refi nement of this defi nition, see chapter 7 below.

5. Even so-called benign computer viruses can be mildly destructive of the computer systems 
they infect, by taking up computer memory, causing erratic performance, or triggering system 
crashes.
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proposition that a conditional generative mechanism is a defi ning feature 
of a generative replicator in the sense that it is a material entity embodying 
mechanisms that can be energized by input signals.

Complexity corresponds to the amount of (Shannon-Weaver) informa-
tion that a replicator stores about a particular environment. The stored in-
formation relates the state of a replicator sequence to the actual state of the 
environment. A replicator sequence whose state perfectly corresponds to 
the state of the environment has maximal information about the environ-
ment in question.

Complexity is measured as (neg)entropy. If the entropy of a replicator 
population increases, then it contains less information about an environ-
ment. That is, fewer replicators pass on useful information to the next 
generation. There are two major reasons why this can happen. The fi rst is 
that fewer replicators contain useful information about the environment 
because they are not able to pick up the relevant selection pressures. The 
second is that fewer replicators survive and are able to pass their informa-
tion on to the next generation.

As explained below, we measure complexity as the difference between 
the theoretical maximum amount of information about an environment and 
the actual entropy (disorder) present in the relevant replicator population. 
As this difference increases, the replicator population exhibits less disor-
der and more complexity and contains more useful information about the 
environment. By contrast, if there is a diminishing difference between the 
maximum amount of information and actual entropy (of replicators), then 
a replicator population looses track of the environment and exhibits less 
physical complexity.

Before defi ning complexity formally, we briefl y consider how our appeal 
to information relates to the recent controversy about information concepts 
in biology (Maynard Smith 2000a, 2000b; Sarkar 2000; Sterelny 2000; 
Griffi ths 2001; Godfrey-Smith 2002a; Harms 2004). Griffi ths (2001) sug-
gests a distinction between causal and intentional information. Our use of 
the concept of information falls squarely in the causal category. However, 
some fi nd that it does not go far enough to characterize the nature and 
function of the gene because causal concepts of information apply equally 
to genetic and environmental factors. Thus, Maynard Smith appealed to 
a stronger symbolic or intentional concept of information to characterize 
the way genes embody evolved properties that are expressed in particular 
phenotypic features.

We do not contribute here to this controversy, and our argument does 



1 2 8  c h a p t e r  s i x

not depend on its outcome. Rather, we use an concept of information that 
is widely accepted and commonly used across a number of scientifi c disci-
plines. This implies that, as defi ned here, information and complexity apply 
equally to genetic and nongenetic factors. Genes are just one source of in-
formation. Environmental factors also contain important information that 
infl uences the developmental history of an organism. The proposition that 
information (in a broad sense) can be carried by the environment as well as 
the genes is described by Griffi ths and Gray (1994) as the “parity thesis.”

Put simply, we do not suggest that genes or replicators are special be-
cause they contain a particular kind of information. Instead, we suggest that 
replicators differ in terms of whether they contain a generative mechanism. 
Generative replicators have the capacity to increase complexity. Like other 
generative replicators, genes have this special quality.

Our more detailed defi nition of the complexity of a replicator population 
largely follows Adami’s (2002) exposition. Consider a specifi c environment E 
and the features required of a notional generative replicator to maximize in-
teractor fi tness in this environment, captured by a binary string of length L 
(the number of binary bits used to describe the generative replicator).6 The 
theoretical entropy value of these notional fi tness maximizers, Hmax, is sim-
ply the sequence length L. Population-level complexity is the difference 
between Hmax and the entropy of the actual population of generative replica-
tors operating within this environment, also described in terms of binary 
strings of length L.

To determine the entropy of the actual population of generative replica-
tors, each bit is addressed in turn. For the population as a whole, the actual 
frequency of the (binary) fi tness-maximizing value at locus i is pi (where 
0 ≤ pi ≤ 1). The entropy of a population of generative replicators X is de-
noted by H(X). The measure of physical complexity C of a population of rep-
licating entities is the information that the generative replicator sequences X 
contain about the environment E:

(6.1) C = Hmax – H(X) = L + Σpi log pi.

Our defi nition of generative replication is based in part on the conjecture 
that the capacity to increase complexity depends critically on the existence 
and replication of a conditional generative mechanism. We illustrate this 

6. We use a binary string as a useful simplifi cation for expositional reasons.
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by considering several different types of error.7 There is reading error (con-
cerning input signals), developmental error (concerning the development 
of interactor traits from the generative replicator), and copying error (from 
a generative replicator to its copies). Retention error—where stored infor-
mation degrades and loses its fi delity over time—would be a fourth type of 
error, but, in many practical cases, its effects are similar to copying error. 
With both copying error and retention error, the source information is cor-
rupted within a fi nite time period.

A weaker surmise is that copying errors among a population of genera-
tive replicators are generally more destructive to complexity than are read-
ing and developmental errors. A stronger proposition is that the capacity to 
increase complexity depends critically and especially on generative replica-
tion with few copying errors.

Consider a process of repeated replication with input signals, the de-
velopment of interactors, and the copying of generative replicators, as in 
fi gure 6.1. We assume that there is no alteration of stored information in 
any individual generative replicator. In a fi xed environment, these gener-
ative replicators develop traits clustered around a peak in a fi xed fi tness 
landscape. (Changing environments and variable or “dancing” fi tness land-
scapes are excluded for simplicity, not because they would undermine our 
argument.)

Both reading errors and developmental errors have a similar type of ef-
fect: they cause the population to disperse from its original position in the 
fi tness landscape. However, if copying errors are zero and the probabilities 
of reading and developmental errors remain constant, then the trend of 
overall dispersion will not increase over time as repeated replication occurs. 
The effects of reading and developmental errors are not cumulative. Infor-
mation content is preserved through the faithful copying of the generative 
replicator.

Restart the process, but assume that the probability of a copying error is 
positive. The population of generative replicators is again clustered around 
a peak in a fi xed fi tness landscape. If a generative replicator is close to the 
fi tness peak, then copying error is likely to move it away from that peak. 
There will be no reliable mechanism to tie it to its previous position. A 
process of drift will occur, and the overall dispersion in the population will 
increase unless a suffi ciently precise selection process exists to eliminate 

7. Prior research on self-replicating automata (Wolfram 1984, 2002; Molofsky 1994) has typi-
cally excluded such errors.
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the outliers. Without such a fortuitous correction via selection, the effects 
of copying error would be cumulative. The entropy H(X) of the replicator 
population would increase and overall complexity decline as a result.8

This demonstration that copying error can be especially destructive to 
complexity illustrates the special importance of two of our features of a 
generative replicator, the existence and the relatively faithful copying of a 
conditional generative mechanism. It is this mechanism that has the poten-
tial to generate structures that are potentially unbounded in complexity (a 
critical condition in Dawkins’s analysis). We acknowledge that the argu-
ment presented above depends on restrictive assumptions. Nevertheless, it 
underlines the importance of copying fi delity and the cumulatively destruc-
tive effect on complexity of copying error.

We admit that destructive forces, which reduce the chances of survival of 
some generative replicators, can undermine complexity in a population. The 
occurrence of disasters or extinctions may reverse any trend toward greater 
complexity. Our argument is based on the potential to increase complexity 
and not necessarily its empirical manifestation through time. Furthermore, 
there are additional sources of complexity other than replication.

Computer simulations that we conducted with simple artifi cial replica-
tors (see Hodgson and Knudsen 2010) show that even low levels of copy-

8. Note that, if it did exist, Lamarckian inheritance could have a similarly negative cumulative 
effect. Lamarckism holds that the acquired characteristics of the interactor can affect the replica-
tor, leading to the inheritance of these acquired characteristics. This may be an important reason 
in the biological sphere why Lamarckian mechanisms are rare.

figure 6.1 . Generative replication with input signals and interactors.
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ing error can thwart the enhancement of complexity, which is undermined 
still further as the level of copying error is increased. However, selection 
pressure can diminish the destructive effects of copying error by eliminat-
ing larger errors. Uppermost, we showed that only if replicators comply 
adequately with all four of our defi nitional conditions would complexity in-
crease toward some maximal level. Adami, Ofria, and Collier (2002) reach 
a result that is consistent with this conclusion.

Our results are redolent of Adami’s (2002, 1089) description of evolu-
tion as “a process that increases the amount of information a population 
harbours about its niche.” According to Adami, natural selection is the only 
mechanism necessary to guarantee such an increase in complexity in a con-
stant, unchanging world. Natural selection can be viewed as an instantia-
tion of Maxwell’s demon, “a fi lter, a kind of semipermeable membrane that 
lets information fl ow into the genome, but prevents it from fl owing out.” 
Our results support and further qualify Adami’s claim. Selection, defi ned as 
differential replication caused by interaction, leads to an enduring increase 
in complexity only if replicators are conditional generative mechanisms in 
addition to satisfying the other three conditions of causality, similarity, and 
information transfer.

Our argument that generative replication furthers complexity has strik-
ing similarities to that of Mark Ridley (2000).9 Ridley’s premise is similar 
to ours that deleterious mutation must be kept within bounds if evolution is 
to occur. If the average rate of deleterious mutations is too high, then those 
mutations will cumulate and quickly swamp the descendant populations.

Like us, Ridley sees a tension between the evolution of complexity and 
the encoding of information. The evolution of complexity necessarily in-
volves encoding more information about an environment. This requires a 
larger replicator sequence (L in eq. [6.1]). However, a longer replicator se-
quence will also more likely hit the critical threshold of one deleterious 
mutation per copy. The evolution of complexity requires that copying error 
be kept below a critical threshold.

Ridley focuses on mechanisms that minimize copying error. He con-
vincingly explains how meiosis diminishes the probability that deleterious 
 mutations will swamp a population. By independent assortment and recom-
bination, deleterious mutations are spread thin, and, thus, selection main-
tains a basis for ridding the population of such mutations.

Ridley’s argument translates into the proposition that the maximal level 

9. Often confused with Matt Ridley (1996, 1999).
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of complexity is determined by the length L (eq. [6.1]) of a replicator se-
quence and that the length L is determined by the level of copying error. 
The evolution of mechanisms that decrease copying errors in generative 
replication will, therefore, enable the evolution of complexity. Known ex-
amples include a storage medium that does not degrade its content (e.g., 
DNA over RNA), the dilution of deleterious mutations through randomized 
combinatorics (meiosis), error checking and DNA repair, and sexual mat-
ing. When such mechanisms evolve, the limit of complexity to be achieved 
in a population of generative replicators will increase.

6 . 6 .  p r o b l e m s  w i t h  m e m e s

What phenomena qualify as replicators in the social or cultural domain? 
Dawkins (1976) famously coined the term meme to describe the unit of cul-
tural replication and to resonate with gene.10 A danger here is that, in mak-
ing the social unit of replication seem like that at the biological and genetic 
level, too much correspondence can be suggested between the mechanisms 
of genetic and social evolution. The literature on memetics suffers from 
conceptual confusion and casual descriptions of “information” or “ideas” 
as the basis of the meme.

The enthusiasm for memes and memetics far outstrips the achieved de-
gree of terminological clarity and consensus. A meme has been variously 
described as a unit of cultural imitation (Dawkins 1976), a unit of informa-
tion residing in a brain (Dawkins 1982), a unit of culturally transmitted 
instructions (Dennett 1995), an infl uential and replicable unit of informa-
tion in the mind (Brodie 1996), an actively contagious idea (Lynch 1996), 
and a behavioral instruction stored in the brain and passed on by imitation 
(Blackmore 1999).

In the memetics literature, the nature of ideas and the causal mecha-
nisms by which ideas lead to phenotypic behavior are rarely spelled out. As 
a result, in a very real sense, memetics is insuffi ciently Darwinian: it does 
not identify the detailed, causal mechanisms involved. Instead, it relies ca-
sually on terminological resonance and the genetic metaphor.

Related reservations are spelled out by John Maynard Smith (1995, 47), 
who expressed “uneasiness with the notion of memes . . . because we do 
not know the rules whereby they are transmitted. A science of population 

10. Although the very similar term mneme was coined much earlier. See Semon (1904) and 
Maeterlink (1927).
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genetics is possible because the laws of transmission—Mendel’s laws—are 
known. . . . [N]o comparable science of memetics is as yet possible.” The 
leading evolutionary sociologist, W. Garry Runciman (2001, 236), has ex-
pressed a similar concern: “The term ‘meme’ . . . is perhaps best avoided 
until there is less disagreement than at present about its precise defi nition.” 
If the term meme is retained at all, as a general term for replicators in the 
social and cultural domain, then its manifestations and mechanisms must 
be defi ned.

However, the problem is not simply the word and its ambiguities but 
the fact that, once we enter the social domain, we must consider both ideal 
and material entities. Biologists typically avoid this problem by pointing 
to the material mechanisms or substrates involved in any genetic or other 
transmission of information while leaving what they mean by information 
vague. Social scientists cannot legitimately follow such a strategy. In the 
social sphere, ideas, beliefs, knowledge, and perceptions are central to the 
story.

A central problem in philosophy since Plato has been the treatment and 
reconciliation of the ideal and the material worlds. Social scientists must 
negotiate these issues. In the latter part of the nineteenth century, Ameri-
can pragmatist philosophers such as William James (1890) and John Dewey 
(1910) recognized the importance of Darwinism for helping overcome the 
dualisms of ideas and matter, mind and body. They understood that, from 
an evolutionary and Darwinian perspective, ideas could not be considered 
as freestanding entities in themselves. There can be no hermetic divide 
between the ideal and the material. Ideas themselves must be considered 
expressions of material phenomena, but without reducing them to simple 
material entities. In modern philosophy, this position is described as “emer-
gentist materialism,” according to which ideas are regarded as emergent 
properties of interacting material and neural entities. Ideas have properties 
irreducible to those entities themselves. Among the modern expositors of 
this view is Mario Bunge (1980), who regards Darwin himself as one of 
the pioneers of this intellectual tradition. There has been a revival of the 
pragmatist approach in social theory, and Hans Joas (1996, 158) eloquently 
explains its meaning and signifi cance:

The alternative to a teleological interpretation of action, with its inherent de-
pendence on Cartesian dualisms, is to conceive of perception and cognition not 
as preceding action but rather as a phase of action by which action is directed 
and redirected in its situational contexts. According to this alternative view, 
goal-setting does not take place by an act of intellect prior to the actual action, 
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but is instead the result of a refl ection on aspirations and tendencies that are 
pre-refl exive and have already always been operative. In this act of refl ection, 
we thematize aspirations which are normally at work without our being ac-
tively aware of them. But where exactly are these aspirations located? They are 
located in our bodies. It is the body’s capabilities, habits and ways of relating 
to the environment which form the background to all conscious goal-setting, in 
other words, to our intentionality. Intentionality itself, then, consists in a self-
refl ective control which we exercise over our current behavior.

Intentionality is not robbed here of meaning or signifi cance. Intentionality 
is “self-refl ective control.” From this position, it is necessary to understand 
the origins and mechanisms of this control and likewise for the underlying 
behavioral propensities whose manifestations are being guided (Postrel and 
Rumelt 1992).

Signifi cantly, this view of intentionality is consistent with experimental 
research in modern psychology. It is often taken for granted, or by defi ni-
tion, that human action is motivated exclusively by reasons based on beliefs. 
This proposition has been challenged since the 1970s by experiments that 
show that conscious sensations are reported about half a second after neu-
ral events and that unconscious brain processes are discernible before any 
conscious decision to act (Libet 1985, 2004; Wegner and Wheatley 1999; 
Wegner 2002). This evidence suggests that our dispositions are triggered 
before our actions are rationalized: we contrive reasons for actions already 
under way.

This undermines explanations of human action wholly in the terms of 
reasons and beliefs, which is still a commonplace formulation in the social 
sciences. This “folk psychology” papers over a much more complex neuro-
physiological reality. It cannot adequately explain the origins of reasons 
and beliefs. Such “mind-fi rst” explanations of human behavior are unable 
to explain adequately such phenomena as sleep, memory, learning, mental 
illness, or the effects of chemicals or drugs on our perceptions or actions 
(see Bunge 1980; Stich 1983; Churchland 1984, 1989; Churchland 1986; 
Damasio 1994; Rosenberg 1995, 1998; Kilpinen 1999, 2000).

Humans do act for reasons. But reasons and beliefs themselves are caused 
and must be explained. From a Darwinian perspective, reasoning itself is 
based on habits and instincts, and it cannot be sustained without them. Fur-
thermore, consistent with the Darwinian doctrine of continuity, instincts 
and the capacities to form habits evolved through a process of natural selec-
tion that extends far back into our prehuman past.

How does all this affect the concept of the meme? The meme as behavior 
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cannot serve as a replicator because behavior is an outcome rather than 
a mechanism or a disposition. Furthermore, the concept of meme as idea 
faces the problem of the identifi cation of its material substrate and of the 
underlying emotions or dispositions on which the ideas are grounded. The 
meme as idea points to an untenable dualism of the ideal and the material 
worlds.

Partly in response to this problem, Robert Aunger (2002) regarded 
memes, not as ideas or behaviors, but as neurons and electrochemical 
connections in the brain. For Aunger, a meme is essentially the state of 
a node in a neuronal network capable of generating a copy of itself in ei-
ther the same or a different neuronal network, without being destroyed in 
the process. Acts of communication between people lead to neural nodes 
replicating their state from one brain to another. Aunger’s dramatic re-
working of the concept of the meme overcomes the limitations of regard-
ing memes as ideas or behaviors but ends up reducing them to neuronal 
states.

If an idea is communicated from one person to another, then there is no 
guarantee that the substructures of neural states relating to the communi-
cated idea in the brains of the receiver and the sender, will be similar. The 
idea may take hold in the brain of the receiver on the basis of an entirely 
different substructure of neural states. The idea is communicated, but there 
is no necessary or likely replication of neural structures. By driving the 
concept of the meme into the neuron, Aunger moves away from the com-
munication and cultural transmission of identifi able ideas, which memetics 
originally attempted to address. Any necessary replicative similarity at the 
level of ideas is abandoned. Aunger’s radical refi nement of memetics may 
well procreate viruses of doubt that eventually undermine the whole me-
metics project.

We propose a different approach. Inspired by Darwinism, the early prag-
matist philosophers ( James 1890; Dewey 1922) and those inspired by them 
(Veblen 1914) saw habits as socially transmitted dispositions necessarily un-
derlying thoughts, beliefs, and deliberations. In turn, habits are primed and 
underlaid by biologically inherited instincts. Both instincts and habits can 
be the basis of our convictions and emotions. Habits can channel or counter 
instincts, just as the higher-order habits of reason can restrain or overcome 
lower-order habits or addictions. The layered ontology of instinct-habit-
reason provides the necessary connections between the biological and the 
social aspects of human agency (Margolis 1987; Murphy 1994; Hodgson 
2004a).
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Consequently, instead of focusing on the levels of ideas or behaviors—as 
with the meme—we point to the underlying, materially based replicators at 
the social level. The material basis of these social replicators is not simply 
the neural connections in the brain. It also includes the structured, com-
municative, and causal interactions between individuals. These help create 
the dispositions and emotions on which ideas emerge and from which they 
draw their energy. Instincts also play a role, but they are inherited biologi-
cally. Above these, the fi rst and most fundamental replicators at the social 
level are individual habits, to which we turn fi rst.

6 . 7 .  h a b i t s ,  r o u t i n e s ,  a n d  o t h e r 

s o c i a l  g e n e r a t i v e  r e p l i c a t o r s

Despite his introduction of the concept of the meme as a “new replicator” 
(Dawkins 1976), generally Dawkins emphasizes genetic replicators because 
he sees them as an outcome of the law of the “survival of the most stable” 
(Dawkins 1989, 13). But stability is relative to the evolutionary timescales 
involved. In genetic evolution, major evolutionary changes take place over 
millions of years, and timescales of fewer than about ten thousand years are 
relevant in a minority of cases only. David Hull (1988, 440–68) has pointed 
out that some evolutionary processes in biology can be very rapid, such as 
mutations in viruses. But, if we were to travel back ten thousand years, we 
would be familiar with most of the plants and animal species that we found 
on Earth, despite signifi cant changes in climate and species distribution. By 
contrast, technology would be rudimentary and primitive compared to its 
state today, human institutions would be vastly different, and the language 
would be incomprehensible. With social and cultural evolution, we are 
almost entirely confi ned to timescales of fewer than fi fty thousand years, 
mostly to less than fi ve thousand years, and often to a few hundred years, 
if not fewer. Relative to such lesser timescales, customs and habits have a 
suffi cient degree of stability to be considered as replicators.

Dawkins (1989, 34–35) says that genes, “like diamonds, are forever” 
while “individuals and groups are like clouds in the sky or dust storms 
in the desert.” Again, the issue of timescales is relevant. Dawkins denies, 
not only longevity, but also durable structure to individuals and groups at 
higher levels. We regard these denials as unwarranted because they ignore 
the fact that the timescales of biological and social evolution are very differ-
ent and, consequently, underestimate the structural durability of individu-
als and groups relative to their evolutionary context.
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Habits as Social Generative Replicators

Social replicators are mechanisms that help mold human capacities and 
that are transmitted, not genetically, but at the social and cultural level. 
Habits are elemental social replicators in the social world (Hodgson 2003c; 
Hodgson and Knudsen 2004a, 2004b, 2008b). A habit is a disposition to 
engage in previously adopted or acquired behavior that is triggered by an 
appropriate stimulus. Habits are formed through the repetition of behavior 
or thought. They are infl uenced by prior activity and are the basis of both 
refl ective and nonrefl ective behavior. Crucially, we can have habits that lie 
unused for a long time. Habits are submerged repertoires of potential be-
havior that can be triggered by an appropriate stimulus or context.

Although all habits involve thoughts or mental activity and thought is a 
form of behavior, for simplicity we refer to habits expressed visible behav-
ior as corporeal habits and to habits that are confi ned to the mind as habits of 

thought. Unlike DNA or computer viruses, corporeal habits do not directly 
make copies of themselves. Instead, they replicate indirectly, by means of 
their behavioral expressions. They can impel behavior that is consciously 
or unconsciously followed by others, as a result of incentive or imitation. 
Eventually, the copied behavior becomes rooted in the habits of the fol-
lower, thus transmitting from individual to individual an imperfect copy of 
each habit.

The replication of corporeal habits satisfi es all four criteria for genera-
tive replication. Both the original habit and its copy embody a conditional 

generative mechanism. The acquired habit both is energized conditionally 
on the receipt of environmental signals and plays a constructive role in the 
development of the interactor, that is, the individual with the habit. Fur-
thermore, the habit of behavior in one person causes behavior that is copied, 
at least in the sense that the copy depends on the source, and leads to similar 
habits being acquired. The acquired habit of behavior is similar to the fi rst 
with respect to the behavior it might promote under specifi c conditions. 
Tacit or other information is transferred in the process.11

Habit-forming behavior can be molded by incentives or constraints. In 
many cases, such as language or some traffi c conventions, we can have 
powerful incentives to behave like others. In doing so, we too build up hab-

11. Similarity in neural connection design, even with similar genes and environment, is very 
unlikely (Edelman 1989). Underlying neuronal confi gurations supporting similar habits are likely 
to differ between individuals.
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its associated with these behaviors. The behaviors are reproduced, and the 
habits giving rise to them are replicated.

Habit replication also often relies on imitation, which need not be fully 
conscious and can involve some “tacit learning” (Polanyi 1967; Reber 1993; 
Knudsen 2002b). Imitation can result from an instinctive propensity that 
has itself evolved for effi cacious reasons among social creatures (Boyd and 
Richerson 1985; Simon 1990; Tomasello 1999a, 1999b). But the evolution 
of an imitation instinct might require an existing set of common behaviors 
in the group. Otherwise, an emerging propensity to imitate might not have 
a selection advantage. If imitation is more than mimicry, then the rules and 
understandings associated with it must also be transmitted.12

By contrast, habits of thought are unobservable and cannot emerge 
through behavioral imitation. They consist of mental models that enable the 
conscious deliberation and manipulation of situations. Actors adapt and use 
their mental models as guides as they proceed through a particular cultural 
context ( Johnson-Laird 1981). As habits, mental models are formed by the 
repetition of particular associations and patterns of thought. Under specifi c 
conditions, when agents experience common external constraints or regu-
larities, they may develop similar mental models that will direct conscious 
deliberation toward a particular object in a particular class of situations. 
Different people facing similar environmental regularities will experience 
similar mental models that may be caused by different patterns of neuronal 
activity (Kurthen 2001). Hence, similarities in habits of thought and mental 
models can emerge when enduring similarities in external constraints or 
conventions exist.

Members of a species are similar in terms of their physical construction, 
sensory organs, nervous system, and brain function. These similarities pro-
vide common constraints that may promote some similarity in mental expe-
riences of the external world; similarities in physical construction become 
causes as well as evolutionary consequences of similarities in experience. 
The possibility arises that two human beings will experience similar men-
tal phenomena when confronted with the same external object (Edelman 
1989; Kubovy and Epstein 2001).

Cultural circumstances and social institutions vary from society to soci-
ety, but members of each society must adapt to them. An evolutionary ex-

12. The importance of such communication is underlined in recent theoretical and experimen-
tal studies of social learning, including Mesoudi and Whiten (2003), Schotter and Sopher (2003), 
McElreath et al. (2005), and Kirby, Cornish, and Smith (2008). See also box 4.1 above.
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planation of the replication of habits of thought or other mental phenomena 
requires an explanation of the evolution of the social institutions that pro-
vide common conventions or constraints. These are a necessary but insuf-
fi cient requirement for the replication of habits of thought to take place.

However, if two agents in the same context independently produce simi-
lar mental models, then no replication has taken place because no men-
tal model is causally implicated in the emergence of the other. Replication 
of mental models would require that one agent could somehow access the 
mental model of another. This raises the question of how crucial informa-
tion in the replication process is communicated.

Language becomes paramount. In psychology and neuroscience, the ac-
quisition of language initially establishes a triadic correspondence of men-
tal models, objects, and behaviors that become mental models common to 
the members of a society (Tomasello 1999a; Karmiloff and Karmiloff-Smith 
2001). The learning of a language involves the development of an elabo-
rate correspondence between mental phenomena and the properties of the 
physical and social world.

Through a shared language, one person can access the mental model of 
another. This transmission of mental models is improved by close interac-
tion with error correction. By means of gestures and questions, agents es-
tablish joint attention that increases the accuracy of transmission of mental 
models and establishes mutual understandings. Language is a vital link in 
this causal chain. Without language, it would be much more diffi cult to 
communicate mental models and develop shared understandings at a de-
tailed level.

Habits of thought satisfy all four of our conditions for a generative repli-
cator. They constitute conditional generative mechanisms that are essential to 
a generative replicator. They are energized conditionally on the receipt of 
external signals and play a role in the development of the individual. Given 
the existence of a shared common language as well as common extralin-
guistic points of reference, the habit of thought in one person causes a men-
tal model that is transmitted and can lead to a similar habit of thought being 
acquired. The acquired habit of thought is similar to the fi rst with respect 
to the mental model it might promote under specifi c conditions. Some kind 
of information regarding a perceived property of the world is transferred in 
the process.

Genes themselves depend on the biochemical substrate of an organism. 
Similarly, habits cannot exist apart from the human organisms in which 
they reside. They are formed and stored in the individual human nervous 



1 4 0  c h a p t e r  s i x

system. But habits differ from genes in their mechanism of replication, and 
they do not have anything like the potential durability and copying fi delity 
of genes. In social evolution, additional mechanisms weed out or alter ab-
errant habits. Mechanisms of social conformity are particularly important 
(Henrich and Boyd 2001).

If habits are generative replicators, are there nongenerative replicators at 
the same level? Possibilities would be acquired capacities to mimic specifi c 
behaviors that are retained in short-term memory but not rehearsed enough 
to become ingrained for the longer term. This amounts to retention error. A 
person may mimic the accent or body language of another, but the capacity 
to replicate the behavior in question accurately is quickly lost unless that 
behavior is stimulated anew. Because they are transient, such short-term ca-
pacities have less potential to build up complexity. They replicate but do not 
endure. By contrast, because habits establish durable regularities, individu-
als are more able to predict the responses of others and to develop their own 
capacities accordingly. Understandings, skills, and other capacities that are 
fi xed in habits have more potential to generate more complex interactions 
and to develop knowledge. Using the example of habit, this argument es-
tablishes the importance of generative replication in social evolution, rather 
than replication in some weaker sense.

Routines as Social Generative Replicators

Having established (observable and unobservable) habits as elemental repli-
cators in the social world, we have the building blocks to understand other 
social replicators. Consider, for example, routines, in the technical sense 
employed by evolutionary economists (Nelson and Winter 1982). In this 
context, the term routine is not used in the sense of an individual’s regular 
behavior or schedule. A consensus now exists in this literature that rou-
tines relate to groups or organizations, whereas habits relate to individuals 
(Cohen et al. 1996; Dosi, Nelson, and Winter 2000; Becker 2004). Indi-
viduals have habits; groups have routines. Routines are the organizational 
analogue of habits.

A routine is here defi ned as a generative structure or capacity within an 
organization. Routines are organizational dispositions to energize conditional 

patterns of behavior within organizations, involving sequential responses to cues 

that are partly dependent on social positions in the organization.13 This qualifi es 

13. In our earlier defi nitions of routine, this explicit emphasis on social position was omitted. 
Note also that our defi nition of an organizational disposition can be broken down into linked 
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as a conditional generative mechanism and upholds the routine as a social 
replicator.

A key psychological mechanism in the operation of routines is proce-
dural memory (Tulving and Schacter 1990; Cohen and Bacdayan 1994). 
This differs from semantic, episodic, or declarative memory. Cognitive 
memory often operates by building models or representations of the exter-
nal world. By contrast, procedural memory is triggered by preceding events 
and stimuli. It typically leads to behavioral responses and has a major tacit 
component. It is potential action that is energized by social or other cues, 
often involving physical artifacts. “Procedural knowledge is less subject to 
decay, less explicitly accessible, and less easy to transfer to novel circum-
stances” (Cohen and Bacdayan 1994, 557).

Routines depend on a structured group of habituated individuals, among 
whom many of these habits depend on procedural memory. The behavioral 
cues exhibited by some members of a structured assembly of habituated in-
dividuals trigger specifi c habits in others. Hence, various individual habits 
sustain each other in an interlocking structure of reciprocating individual 
behaviors. Partly because of procedural memory, organizations can have 
important additional properties and capacities that are not possessed by 
individuals taken severally. The organization provides the social and physi-
cal environment that is necessary to enable specifi c activities, cue individual 
habits, and deploy individual memories.

If one person leaves the organization and is replaced by another, then 
the new recruit may have to learn the habits that are required to maintain 
specifi c routines. Just as the human body has a life in addition to its con-
stituent cells, the organization has a life in addition to its members. Gener-
ally, the organizational whole is greater than the sum of the properties of its 
individual members taken severally. The additional properties of the whole 
stem from the structured relations and causal interactions between the in-
dividuals involved.14

Just as habits replicate from individual to individual, routines replicate 
from organization to organization. In large literatures in business studies 
on technological diffusion, organizations, and strategic management, there 
is discussion of the diffusion and replication of routines (e.g., DiMaggio and 
Powell 1983; Hannan and Freeman 1984, 1989; Zucker 1987; Levitt and 

individual dispositions; i.e., each individual actor has dispositions that are triggered by cues from 
other individual actors.

14. This is a central proposition in the emergentist tradition of philosophy and social theory 
(Blitz 1992; Kontopoulos 1993; Weissman 2000; Hodgson 2004a).
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March 1988; Stinchcombe 1990; Rogers 1995; Szulanski 1996, 2000; Laz-
aric and Denis 2001; Aldrich and Martinez 2003; Becker and Lazaric 2003).

The replication of routines is both the replication of organizational dis-
positions to energize cue-triggered patterns of behavior within organiza-
tions and the replication of social positions that defi ne legitimate roles as-
sociated with the relevant individual interactions and the performance of 
the routine.

Prominent mechanisms for the diffusion of routines involve the move-
ment of employees from organization to organization or independent ex-
perts or consultants who help transfer knowledge and experience gained in 
one context to another. Case studies and surveys have examined the transfer 
of technologies, management procedures, corporate multidivisional struc-
tures, accounting conventions, and much else (Zander and Kogut 1995; 
Szulanski 1996, 2000; Earley 2001; Lapré and Wassenhove 2001; Winter 
and Szulanski 2001). What is central to these transfers is the replication of 
organizational positions and practices and relations. What is generally criti-
cal is the capacity of the receiving organization to accommodate and utilize 
these practices and relations in the context of its own ingrained culture of 
habits and beliefs.

Business organizations are challenged with self-replicating their routines 
if they wish to increase their scale of operations (Nelson and Winter 1982; 
Winter and Szulanski 2001). But they also replicate routines that seem to 
work well elsewhere, such as job systems and administrative innovations 
(Miner 1990; Venkatraman, Loh, and Koh 1994).15 As shown in box 6.1, 
many fi rms act strategically to minimize copying error when replicating 
routines.

Another interesting context is the replication of routines from one mili-
tary unit to another, in particular, if the test bed is engagement in a war 
zone. A reasonable conjecture is that combat units favor stability and reli-
ability over other aspects of routine performance (Roberts et al. 1994).

The challenge before us is to map out exactly the mechanics of different 
modes of cultural replication, from individual to individual in differently 
structured contexts. How does the effi cacy of each mode of routine replica-
tion vary with context? What are the long-term projections for each mode 
of routine replication? Some progress has been made (Becker 2004, 2008), 
but, at the present time, we know fairly little about the evolutionary dynam-
ics of alternative modes of routine replication.

15. But, in business organizations, the replication of routines from organization to organiza-
tion can erode competitive advantage (Kogut and Zander 1992).
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box 6 . 1  Strategic minimization of copy error when replicating routines

Over one-third of all retail sales in the United States pass through chain or-
ganizations, involving a number of similar outlets in different locations that 
deliver products or perform services (Winter and Szulanski 2001). Although 
fi rms often experiment in the early stages of process development, most suc-
cessful chains expand by imposing a single organizational template on all chain 
outlets, including those that are franchised (Bradach 1998). Similar replication 
strategies are found in fi rms when they develop new production plants in dif-
ferent locations. All these cases involve the strategic replication of habits and 
routines, replicating through a series of business units.

Such replication often tolerates little creative embellishment or modifi cation. 
Consider Intel’s “Copy Exactly” factory strategy. This gets production facilities 
up to speed quickly by copying everything at the development plant—the pro-
cess fl ow, the equipment set, suppliers, the plumbing, the manufacturing clean 
room, and training methodologies. Everything is selected to meet high-volume 
needs, recorded, and then copied exactly to the high-volume plant.

Other prominent examples of fi rms that try to stimulate growth by reduc-
ing copy error include (Knudsen and Winter 2010): McDonald’s, Burger King, 
Pizza Hut, Kentucky Fried Chicken; Holiday Inn, Novotel, Hilton (various 
brands), Marriott (various brands); Bank of America, Wachovia, HSBC; Mer-
rill Lynch, Starbucks, Cosi; Offi ce Depot, Staples; Borders, Barnes and Noble; 
Ikea, the Bombay Company; Benetton, Gap.

It seems that replication strategies that minimize copy error have become 
widespread through a combination of trial and error and competitive selection 
weeding out fi rms with less successful policies. The concept of generative rep-
lication may help explain the otherwise puzzling observation that many fi rms 
base growth strategies on the cloning of existing arrangements as exactly as 
possible.

Other social replicators include social customs and rituals. By under-
standing their preservation and replication in terms of shared similar habits 
of thought or behavior, their status as replicators is similarly established. 
We discuss customs further in later chapters.

Are Technological Artifacts (Generative) Replicators?

There is a rich and fruitful literature on the evolution of technology (e.g., 
Basalla 1989; Nelson 1994; Arthur 2008). Intermediate stages in the evolu-
tion of implements such as the modern hammer from the stones used as 
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tools by our distant ancestors demonstrate continuity redolent of the evolu-
tion of species. But most technological artifacts do not qualify by themselves 
as replicators, principally because the informtion-transfer condition is vio-
lated: the next hammer does not get from its predecessor the information 
that makes it a hammer. The exceptions are replicating robots or machines. 
But these are a new and advanced phase in the evolution of technology. 
Most technological devices are not replicators. They play a catalytic role; 
they can, instead, be regarded as enzymes of social replication.

Technology is part of a social system, and, if we place it in this social con-
text, we can identify its replicators. Technology involves relations between 
a group of individuals who share knowledge about the employment and 
usefulness of particular devices. Much of that knowledge is tacit (Polanyi 
1958, 1967).

For much of human history, technology has been maintained and passed 
on through custom, which engenders particular habits of thought and be-
havior among the individuals involved. As argued in chapter 8 below, cus-
tom is the more general form of a routine. Customs related to technologies 
are social (generative) replicators for the same reasons that routines are 
social (generative) replicators.

Of course, the technological device itself is vital, and its interaction with 
individuals triggers and develops their habits as well as further interactions 
between individuals. But this does not mean that the device itself is a repli-
cator. Notably, in many other cases, customs and institutions involve mate-
rial artifacts for various reasons (Searle 1995). In regard to technology and 
elsewhere, clusters of social relations and human-artifact relations are the 
relevant replicators.

In chapter 8 below, we consider the transition to a system of institution-
alized science and technology that has taken place in advanced societies in 
the last few hundred years. The creation of organizations that develop and 
promote technologies, as well as the employment of technology by business 
organizations, means that routines are established both to use and to de-
velop technologies. Many of these qualify as social (generative) replicators.

6 . 8 .  d i f f u s i o n  a n d  c o m p l e x i t y

Can diffusion lead to greater complexity? Consider our previous argument 
concerning generative replicators and their potential to create complexity. 
We identifi ed four types of error. As diffusion does not necessarily involve 
much more than the duplication of replicators, then developmental error 
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is irrelevant. We are left with reading error (concerning input signals), 
copying error (regarding the duplication of replicators from one entity to 
another), and retention error (the degradation of copied information over 
time). Our proposition that copying error and retention error are especially 
destructive to complexity retains its validity.

By this argument, at least the copying of generative replicators is required 
for diffusion to enhance the potential complexity in the system. The exis-
tence, and relatively faithful copying, of conditional generative mechanisms 
such as individual habits or organizational routines is necessary. Diffusion 
must mean more than the spread of tokens, artifacts, or symbols. Conse-
quently, we must compare (a) the diffusion of generative replicators with 
(b) fuller replication involving the further copying of interactors.

Note that new interactors are created in case b only. This establishes a 
changed population of interactors on which selection can operate. Selec-
tion acts directly on interactors and only indirectly on replicators: it is the 
properties of the interactor that matter immediately in any struggle for ex-
istence. Replicators matter in this context only through their developmental 
expression in the properties of the interactor.

With caveats concerning its haphazardness, selection may act as a check 
to weed out disadvantageous variation and promote effective traits. With 
diffusion, there are less effective mechanisms to verify that new compo-
nent replicators are capable of creating advantageous development in the 
interactor. The interactor was already developed when it acquired the new 
replicators through diffusion. Of course, the newly acquired replicators will 
affect the further development of the interactor, but, because of the delay, 
the verifi cation process is inferior.

Furthermore, there is the strong possibility that, while the newly ac-
quired replicators are compatible with the source entity, they may be in-
compatible with the destination entity and some of its other replicators. 
The literature on business fi rms has many examples in which routines have 
been transplanted from one context to another, only to fi nd that they work 
much less effectively in the second organizational or cultural location (see 
box 6.2).

Diffusion bypasses some processes of selection and development and, 
thereby, can allow for the more rapid transfer of knowledge than through 
replication alone. But the downside is that the knowledge is not tested as 
extensively, and even effi cacious knowledge can become an impairment 
when transplanted to an alien context. Diffusion may help enhance com-
plexity, but there is an enhanced risk that it may not do so.



box 6 . 2  Diffi culties in the replication of routines

The replication of routines would seem to be comparatively easy when it takes 
place in a common culture with shared knowledge and understandings. A 
single community of practice would be an obvious example. If there are few 
demands on performance and minimal managerial interference, some habits 
and routines are likely to emerge. They would serve the purpose of easing 
task completion for community members even though they would probably 
not be very effi cient. A similar case would be the emergence of habits and 
routines within organizations lacking clear aims, monitoring, and error-
correcting mechanisms. Left to themselves, organization members would be 
able to satisfi ce at very low levels of performance. (The concept of satisfi c-
ing comes, of course, from Herbert Simon [1955, 1979] and refers to decision-
making that reaches an aspiration level, reaching “good enough” rather than 
optimal outcomes.)

While routine formation without error correction is remarkably easy and 
widespread, the management literature reports great diffi culties in replicating 
routines. This is because routine replication in management is usually con-
strained by ambitious targets regarding effectiveness and reliability. Routines 
are typically replicated with the purpose of transplanting superior production 
processes from one context to another. But this seems to be diffi cult.

Massive evidence on the slow pace of fi rm growth is consistent with this 
point. For example, Dunne, Roberts, and Samuelson (1988) reported that it 
took entrants more than ten years to increase their output level to match the 
industry average (evidence from 300,000 and 350,000 plants over the period 
1963–82). During this period of self-expansion, fi rms were particularly exposed 
to the risk of failure and exit; i.e., small, young fi rms had much higher fail-
ure rates than large, established businesses that had successfully managed to 
expand their scale of operations. Dunne, Roberts, and Samuelson (1989, 675) 
summarize relevant evidence from over 200,000 manufacturing plants: “Small 
plants fail more often than large plants, and young plants fail more often than 
old plants.” Considering multiplant fi rms—as opposed to single-plant fi rms—
the pattern of declining exposure to the risk of failure is particularly clear. 
Over a fi fteen-year period, survival rates varied from a low of 27.8 percent 
for a plant that begins with fi fteen employees to a high of 67.6 percent for a 
four-hundred-employee plant (Dunne, Roberts, and Samuelson 1989, 694). By 
contrast, comparable survival rates for single-plant fi rms varied between 32.5 
and 35.2 percent.

This evidence indicates that the self-replication of routines and other fea-
tures of a production apparatus are slow and error-prone processes. The litera-
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ture on business fi rms suggests that the transfer of routines from one context 
to another is particularly challenging (Nelson and Winter 1982; Grant 1996; 
Szulanski 1996; Szulanski and Winter 2002). Quite often, the recipient will 
end up with an inferior set of practices when routines are transplanted across 
fi rm boundaries and across cultures (Teece 1976; Florida and Kenney 1991; 
Kogut and Zander 1993; Bonazzi and Botti 1995; Lincoln, Kerbo, and Wit-
tenhagen 1995). This is a remarkable regularity. Even more remarkable are the 
diffi culties of transplanting routines from one context to another within the 
same company:

Once a business is doing a good job performing a complex activity—
managing a branch bank, say, or selling a new product—the parent or-
ganization naturally wants to replicate that initial success. Indeed, one 
of the main reasons for being a big company rather than a small one is 
to capture on a grand scale the gains that come with applying smart pro-
cesses and routines. Yet getting it right the second time is surprisingly 
diffi cult. Whole industries are trying to replicate best practices and man-
age organizational knowledge—but even so, the overwhelming majority 
of attempts to replicate excellence fail. A slew of studies has confi rmed 
this uncomfortable fact. One found that only 12 percent of senior ex-
ecutives are happy with how their organizations share knowledge inter-
nally. Another found that companies invariably have more trouble than 
they anticipate transferring capabilities between units. (Szulanski and 
Winter 2002, 62–63)

(Szulanski and Winter cite Ruggles [1998] on knowledge sharing and Galbraith 
[1990] on transfer capabilities.)

The huge body of empirical work on absorptive capacity initiated by Wes-
ley Cohen and Daniel Levinthal (1990) provides further, massive evidence on 
impediments to the transfer of routines from one context to another. Put sim-
ply, the adoption of a new practice requires routines that are closely related to 
its operation. Transplanting routines to a new context changes the basis for 
human interaction and, thereby, disrupts the replication process. The intro-
duction of new technology has a similar disruptive effect even if there is no 
attempt to transplant routines to a new context (Edmondson, Bohmer, and 
Pisano 2001).

The literatures on technology transfer and the transfer of best practice have 
documented severe disruptive effects of transplanting technology and work 

 (continued)
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box 6 . 2  (continued)

practices to new contexts. Two very different examples can illustrate. First, 
out of twenty-one cases of technology transfer from Japanese to Indian fi rms, 
only one was assessed as very satisfactory by the supplier, while twelve were 
thought to be less than satisfactory (Ito 1985). Second, in the transfer of elec-
tronic solutions, failure rates of 50 percent or more have been reported for 
software projects (Brown 2003). But the transfer of knowledge even within 
the same fi rm can be diffi cult. Using eighty weekly observations on transfer 
of learning between night and day shifts in a North American trunk plant, 
Epple, Argote, and Devadas (1991) were able to show that only 56 percent of 
the knowledge acquired on one shift is transferred to the other.

Diffusion also meets obstacles at the political level. For example, after inde-
pendence, nineteenth-century Mexico tried to incorporate elements of the U.S. 
Constitution, but, without all the necessary habits, customs, and routines to 
underpin the explicit texts, further upheaval was fueled. Transplanting politi-
cal and legal structures is often diffi cult and sometimes disruptive.

Particular circumstances that can lead to the more successful replication in 
business and politics of habits, customs, and routines are discussed in box 7.1 
on page 175.

6 . 9 .  c o n c l u s i o n s

We believe that the concept of the replicator can be rescued from its critics, 
in both biology and the social sciences. Objections by developmental sys-
tems theorists and others are defl ated once the concept is defi ned with care. 
Crucially, in both social evolution and biological evolution, the concept of 
the replicator points to the role of information storage and transmission, 
and the kind of information involved, in the evolutionary process. We go 
further to identify a class of generative replicators in which this informa-
tion has the capacity to increase complexity. We establish the importance of 
these generative replicators in both biological and social evolution.

Inspired by the work of von Neumann on “self-reproducing” automata, 
we have established the concept of a materially grounded conditional gen-

erative mechanism (or program) and argued that it plays a key role in the 
generative replication process. This mechanism is an essential part of the 
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information that is stored in the generative replicator and copied through 
replication. It also informs and guides the development of the interactor.

We are not saying that generative replication always leads to greater 
complexity or that complexity results from replication alone. We argue that 
copying and retention errors are generally more destructive to complexity 
than other forms of error, particularly in environmental interactions or in-
dividual development.16

The conditional generative mechanism appears in a four-clause defi ni-
tion of the generative replicator. Genes clearly qualify as generative rep-
licators. Birds’ nests, animals’ burrows, and photocopiers do not qualify 
because they lack a conditional generative mechanism and their replication 
does not have the potential to increase complexity.

Following the work of Eörs Szathmáry (2000) and Szathmáry and John 
Maynard Smith (1997), we acknowledge different types and degrees of rep-
lication. Many processes in evolution do not rely on generative replication. 
Like Dawkins, we emphasize genotypic copying fi delity, but we associate it 
with the special class of generative replication, rather than replication per 
se. Our generative replicators are a subset of Dawkins’s replicators because 
our defi nition also requires material entities that embody developmental 
mechanisms (programs) that can be energized by input signals. Entities 
that replicate such developmental mechanisms can compress, transmit, 
and express the information required in building structures of increasing 
complexity.

In social evolution, our concept of generative replication has important 
implications. As widely acknowledged, the literature on memes suffers from 
vagueness and ambiguity. If memes are simply ideas, then our materiality 
condition rules them out as replicators. Instead, we regard ideas as emer-
gent expressions of habits that, in turn, qualify as generative replicators. 
This overcomes the dualism and separation of the ideal and material worlds 
by grounding ideas on habits, as in pragmatist philosophy ( Joas 1993, 1996; 
Diggins 1994; Putnam 1995; Hodgson 2004a). We argue that customs and 
routines also qualify as generative replicators. Consideration of their mech-
anisms of replication would address the detailed equivalent of the “genet-
ics” of social replicators that has been missing from discussions of memes.

With our defi nitions, inheritance and replication are synonyms. Often, 
replication takes place with the creation of a new entity or interactor. But it 

16. With protein synthesis, the work of Lee et al. (2006) supports this conclusion by identify-
ing a catastrophic loss of accuracy associated with accumulation of error.
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is also possible for replicators to be copied from one existing interactor to 
another, without new interactors being created. This is described as diffu-

sion, and it is particularly important in social evolution, with commonplace 
examples such as the copying of habits.

We have underlined the importance of copying fi delity in informa-
tion transmission from one generative replicator to another. On this, the 
preservation and potential enhancement of complexity depend. A case 
can be made in the biological world that the Weismann barrier—limiting 
any interference by the interactor with the information in the generative 
 replicator—has evolved to deal with this problem (Maynard Smith and Sza-
thmáry 1995). A big question is whether there is an equivalent Weismann 
barrier in the social domain. Genetic or culturally transmitted mechanisms 
of conformism may be important in sustaining such a barrier. Mechanisms 
of conformist transmission (Boyd and Richerson 1985; Henrich and Boyd 
1998; Henrich 2004) minimize deviance and standardize individual atti-
tudes. The social culture becomes conservative and unresponsive to change. 
This would mean that the habits and customs of a population are resistant 
to social and environmental change—a social Weismann barrier. This is 
among several research questions prompted by our defi nition of a genera-
tive replicator. It is a matter for future empirical research.
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From Group Selection to 
Organizational Interactors

Bear in mind that natural selection is not concerned essentially with genes 

at all. Darwin articulated the theory beautifully while remaining utterly ig-

norant of genetics. So long as there is trait variation, heritability, and trait-

 dependent differential reproduction, then there is selection. . . . If this 

 selection is guided by purposeful design, it is artifi cial selection, otherwise it 

is natural selection. There is nothing in the theory that says that the traits in 

question must be genetically encoded, or that reproducing entities must be 

individual organisms.

richard joyce,  (2006 )

If group selection has become respectable again, the reader may well wonder 

why the news is not generally known.

elliot t sober and david sloan wilson,  ( 1998 )

Preceding chapters establish the analytic importance of the replicator-
 interactor distinction in social as well as biological evolution. Chapter 6 
proposed some candidate replicators in the social domain. We now turn 
to the defi nition of an interactor and the identifi cation of possible social 
interactors. This requires discussion of multiple levels of selection and how 
interactors at different levels relate to their respective replicators.

Such a discussion has emerged from the literature on group selection. An 
overview of the conditions under which group selection can occur helps us 
identify factors such as structural coherence that are useful in defi ning vi-
able entities that function as interactors in evolutionary processes. Group se-

lection means selection for groups as interactors and the possible selection of 
multiple “component” replicators such as habits and genes, which exist on 
different levels. This leads to the question of selection on multiple levels.

We establish that social organizations, including business fi rms, are of-
ten interactors. Such organizations are more than simply groups because of 
the existence of routines and social positions. Accordingly, to understand 
fi rms and other organizations, we need more than a dual inheritance theory 
(Boyd and Richerson 1985; Durham 1991); we must consider the replication 
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of social positions and routines as well. We show how the analytic frame-
work of a generalized Darwinism leads us to pose particular questions, such 
as those concerning the evolution of business organizations.

The question of group selection is reviewed in the next two sections, un-
derlining the importance of group cohesion as a condition for group selec-
tion to occur. The next section takes up the issue of cohesion in defi ning the 
interactor. This leads to discussions of organizations in general and busi-
ness fi rms in particular as interactors, along with their component replica-
tors. The fi nal section ties the threads together.

7 . 1 .  g r o u p  s e l e c t i o n  i n  b i o l o g y

The idea that natural selection could operate on groups as well as on in-
dividual organisms was suggested by Charles Darwin (1871) and famously 
promoted much later by the biologist Vero C. Wynne-Edwards (1962). As an 
example, Wynne-Edwards argued that the alarm cry of a bird, telling others 
in its group of the presence of a predator, would give its group a selection 
advantage, compared with other groups in which there was a lesser propen-
sity to give such warning alarms.

Critics such as George C. Williams (1966), Richard Dawkins (1976), and 
others proposed that the arguments in favor of group selection were false.1 
Continuing with the same example of a group of birds, it is possible that a 
genetic mutation might occur causing some members of the group to lose 
or diminish their instinctive disposition to give the alarm in the presence of 
a predator. Birds with this mute mutation would “free ride” in the group, 
benefi ting from the warnings given by others who retained the genetic pro-
pensity to cry the alarm. Furthermore, birds with no propensity to give the 
alarm would be at a selection advantage compared with the others, for any 
crying bird draws attention to itself and places itself at greater risk from the 
predator. The critics explained the survival of specifi c group behaviors in 
terms of the natural selection of the genes that determined those behaviors, 
not in terms of the selection of the group as a whole. The critiques of Wil-
liams, Dawkins, and others made the idea of group selection unpopular, 
and it fell out of favor for several years.

1. Williams and Dawkins built on the classic work of Hamilton (1964), among others. As noted 
in chapter 1 above, Dawkins (1983, 422) subsequently modifi ed his view. More dramatically, Wil-
liams (1992, 6) later conceded: “It is logically possible for selection to operate at group levels to 
produce adaptive group organization, and I suggest that certain sorts of group selection are prob-
ably important.”



f r o m  g r o u p  s e l e c t i o n  t o  o r g a n i z a t i o n a l  i n t e r a c t o r s  1 5 3

But defenders of group selection quickly refi ned their arguments. A num-
ber of attempts were made to give their ideas a more rigorous theoretical 
grounding and even some experimental support. Prominent in this revival 
were Niles Eldredge, Richard Lewontin, Elliott Sober, Michael Wade, David 
Sloan Wilson, William Wimsatt, and several others. Some of their main ar-
guments are briefl y summarized below. The possibility of group selection in 
the biotic world (under restricted conditions) is now quite widely accepted 
among biologists and is supported by a substantial scientifi c literature (see, 
e.g., Boyd and Richerson 1985; Hodgson 1993; Campbell 1994; Sober and 
Wilson 1998; Bergstrom 2002, 2003; Wilson 2002; Henrich 2004; and Wil-
son and Wilson 2007).

However, the mechanisms and issues involved in biological group selec-
tion are very different from those in the social and cultural context. Hence, 
it is useful to distinguish between genetic group selection and cultural group 

selection (Henrich 2004). Both involve the selection of groups; in the former 
case, the focus is on the changing gene pool that results from group selec-
tion; in the latter, the possibility of changing cultural or social entities is 
considered. This section concerns genetic group selection. Cultural group 
selection will be addressed later.

In some of the criticisms of genetic group selection, notably those by 
Dawkins, the emphasis on genes as the sole biotic replicators was used to 
undermine the idea of the group as a unit of selection. But, even if true, 
the proposition that the gene is the sole replicator says nothing about the 
units of selection. As Sober (1981, 113) pointed out: “[The group selection-
ists] do not deny that the gene is the mechanism by which biological objects 
pass on their characteristics. . . . [T]his shared assumption about the unit 
of replication simply cuts no ice. That genes are passed along leaves open 
the question as to what causes their differential transmission.” David Hull 
(2001b, 61) later observed: “When Dawkins says that genes are the units of 
selection, he means replication.” Dawkins, by false logic, had moved from 
the proposition that genes are the primary units of replication to the idea 
that they must also be the main or exclusive units of selection.

A mistake here, as Sober (1984) elaborated, was to muddle two different 
aspects of the selection process: selection of and selection for. The selection 
of individual organisms leads to changes in the population and the gene 
pool, leading, in turn, to selection for specifi c genes that may bestow fi tness 
advantages in particular contexts. More generally, as noted above, there is 
selection of interactors leading to selection for replicators.

Both critics and proponents of genetic group selection agree that there is 
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always selection for the genes in the population. At the biological level, the 
group selection controversy is not about group replicators: it concerns the 
identifi cation of group interactors. Both sides agree that individual organ-
isms are interactors. The proponents of genetic group selection argue that 
groups are additional interactors, giving rise to a hierarchy of interactors, 
and with selection operating at multiple levels, including both individuals 
and groups. Hence, the group selection controversy was about the number 
of levels of selection, in the sense of selection of rather than selection for. 
When selection occurs at a particular level, the object of selection must be 
an interactor at that particular level (Brandon 1996).

Accordingly, the question of whether groups are selected depends partly 
on whether they are successful candidates for interactors. As discussed in 
section 7.3 below, Hull (1988) defi nes an interactor as a cohesive entity that 
differentially affects replication. A necessary condition for genetic group 
selection is for the group to constitute itself in this way as an interactor. The 
viability of genetic group selection thus depends on the cohesiveness of the 
group with regard to its infl uence over the selection process and, in particu-
lar, the capacity of the cohesive group to infl uence the selection outcomes 
at the genetic level.

To understand the differential genetic transmission of genes, we must 
look to the interactors and how they are structured. Just as individual or-
ganisms involve integrated groups of genes that have become function-
ally organized by natural selection to survive, groups may also sometimes 
cohere together to the extent that the individuals within them are largely 
“bound together by a common fate,” as Elliott Sober (1981, 107) puts it. 
As Sober elaborates: “Group selection acts on a set of groups if, and only 
if, there is a force impinging on those groups which makes it the case that 
for each group, there is some property of the group which determines one 
component of the fi tness of every member of the group.”

The viability of genetic group selection depends in part on the group be-
stowing fi tness advantages on the individual: it depends on the existence of 
fi tness benefi ts emanating from membership in the group. Hence, the group 
context is vitally important. A serious underlying error in some arguments 
against genetic group selection is underestimating that the fi tness value of 
any gene depends on its context. As the leading biologist Ernst Mayr (1963, 
296) asserts: “No gene has a fi xed selective value; the same gene may confer 
high fi tness on one genetic background and be virtually lethal on another.” 
We shall show below that context matters in the case of cultural group se-
lection as well. A prominent error in the social sciences—particularly in 
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economics, where atomistic and individualistic notions are fashionable—is 
to downplay the extent to which individual characteristics are molded by 
their institutional or cultural context.

Some of the arguments against genetic group selection are based on 
mathematical models of the selection process. Many of these models show 
that, while group selection is possible, it is highly unlikely (see, e.g., May-
nard Smith 1964, 1976; and Williams 1966). Such models suggest that the 
differential selection between groups cannot override the effects of individ-
ual selection within groups, except for a highly restricted set of parameter 
values. On these grounds, group selection is considered to be relatively in-
signifi cant. However, within such mathematical models of selection, several 
simplifying assumptions are made. For example, a number of nonlineari-
ties and environmental interdependencies are excluded to obtain a tractable 
mathematical solution. But the existence of such interdependencies is a cru-
cial factor in determining whether group selection exists.

Michael Wade (1978) noted restrictive assumptions in the basic mod-
els of the selection process. In particular, it is typically assumed that the 
probability of survival of a population can be signifi cantly dependent on 
the frequency of a single allele. In several models, all populations contrib-
ute migrants to a common pool, normally in a number independent of the 
population size, from which colonists are drawn at random to fi ll vacant 
habitats. Variance between populations is assumed to be created primarily 
by genetic drift between populations, rather than by differential sampling 
from the migrant pool. Finally, group selection and individual selection are 
assumed to be operating in opposite directions with respect to the allele in 
question. Wade (1978) examined the weaknesses of these assumptions in 
turn. He showed that relaxing them has a signifi cant positive effect on the 
viability of genetic group selection. He also carried selection experiments 
with fl our beetles (Tribolium castaneum) that supported his results (see Wade 
1976). His work demonstrated that the mathematical selection models in 
the literature are based on oversimplifying and restrictive assumptions that 
reduce the apparent likelihood of group selection and that genetic group 
selection is more plausible than these models suggest.2

In a series of works, Sober and D. S. Wilson also took issue with some of 
the assumptions in the mathematical selection models (Wilson 1980, 1983, 
1999; Wilson and Sober 1994; Sober and Wilson 1998). For instance, they 

2. For a discussion of the experimental evidence of group selection, see Goodnight and Stevens 
(1997).
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pointed out that all such models assume a spatial homogeneity in the genetic 
composition of populations and that selection is insensitive to the fi tness of 
the population as a whole. Although these assumptions are mathematically 
convenient, they are neither necessary nor realistic, and they bias the mod-
els against the possibility of genetic group selection.

A real-world experiment illuminates some of the key issues involved 
(Muir 1995; Sober and Wilson 1998, 121–23). A seemingly obvious way of 
increasing egg-laying productivity in a chicken farm is to select for breed-
ing the individual chickens that lay the most eggs. But chickens interact 
in groups. In experiments, selecting the most productive chickens led to 
lower average egg productivity per chicken, largely because those selected 
were more aggressive: they attacked other chickens and suppressed their 
egg production. The experimenters switched to selecting the more produc-
tive fl ocks for breeding purposes, and chicken production dramatically in-
creased. Selection of fl ocks led to different selection outcomes for both in-
dividuals and their interactions. This experiment shows that one of the key 
issues involved in group selection is the interaction between the individual 
and the group and that the most effective groups are not necessarily mere 
aggregates of the most effective individuals. This lesson clearly applies to 
human groups as well.

Under specifi c conditions, selection in nature can occur between groups 
as well as within groups. A necessary condition of the selection of groups 
is that membership in the group bestows fi tness advantages on individu-
als. For genetic group selection to occur, these additional fi tness advantages 
must lead to differences among groups. Furthermore, they must be suffi -
cient to ensure that selection between groups, acting indirectly on gene fre-
quencies in the group, overcomes selection forces within each group and, 
thus, leads to an outcome that is different from the selection of individuals 
alone.

Genetic group selection is undermined when individual migration be-
tween groups and other processes diminish the variation between groups. 
If migration were unbounded and extensive, then the mixed-up outcome 
would be much less variation of individual characteristics between groups 
than within groups themselves, and the variation within groups would ap-
proach the variation in the population as a whole. In these circumstances, 
the groups would have few differentiating features, and group selection 
would be undermined. By contrast, if migration is constrained, then dif-
ferences between groups can be maintained. This is a necessary, but not 
suffi cient, condition for group selection to occur.



f r o m  g r o u p  s e l e c t i o n  t o  o r g a n i z a t i o n a l  i n t e r a c t o r s  1 5 7

The Price (1995) equation is useful for clarifying these issues. In chapter 5, 
we presented the following version of this equation:

 e∆X = Cov(ei, xi) + E(ei∆xi). (7.1)

The term e∆X refers to the change of average fi tness due to the change 
through selection in population property X, related to property x of the in-
dividual members. The equation shows that this population-level outcome 
can be regarded as the sum of two distinct effects. The fi rst is the selection 
effect captured by the covariance of the individual properties (xi) and their 
individual fi tness values (ei) showing the extent to which possession of the 
property bestows fi tness on individuals. The second is a transmission ef-
fect E(ei∆xi) whereby properties change in existing individuals leading to 
a change in their individual fi tness. In the social domain, a transmission 
effect is often expressed in terms of innovative activity.

Following William Hamilton (1975) and others, Joseph Henrich (2004, 
14) used an expanded form of the Price equation to examine the conditions 
under which group selection can occur. This is useful because the analytic 
separation of within-group and between-group selection forces allows sharp 
empirical tests of the relative importance of group versus individual selec-
tion. From a theoretical viewpoint, we now know when group selection is 
likely to be present in nature and society (as explained below).

The expanded Price equation is applied to populations of groups where 
groups (themselves composed of individuals) substitute for the individuals 
in the preceding case. Where i above refers to individuals, we use g to refer 
to groups:

(7.2) e∆X = Cov(eg, xg) + E(eg∆xg).

Then the following is obtained by recursive expansion:

(7.3) e∆X = Cov(eg, xg) + E(eg∆xg) = Cov(eg, xg) + E[Cov(egi, xgi)] + E[E(egi∆xgi)].

This modifi ed Price equation tells us again that the outcome of the selection 
process can be partitioned into two effects. The fi rst is the covariance of the 
range of group properties (xg) and their group fi tness values (eg) showing the 
extent to which possession of a property bestows fi tness on groups. This 
term captures selection among groups. The second effect is a transmission 
effect E(eg∆xg) where the changing properties of groups lead to a change in 
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their group fi tness. As equation (7.3) shows, this group transmission effect 
encompasses both intragroup selection effects E[Cov(egi, xgi)] and intragroup 
transmission effects. Intragroup selection effects capture those changes in 
the characteristics of individuals that occur because of selection processes 
that are specifi c to that group. Intragroup transmission occurs through 
processes that are not caused by selection forces decomposed to the level 
of individuals within groups. Examples include developmental processes, 
innovation, and other effects that alter the characteristics of individuals 
within a group. Notably, some of these effects can be attributed to selection 
processes at lower levels. Formally, this can be achieved by further recur-
sive expansion of equation (7.3), using the term E(egi∆xgi) for expansion. 
That is, innovative activities that are specifi c to a group can be decomposed 
into selection among individuals as well as innovative effects attributed to 
the individual human actor.

Note that this conceptual switch in the Price equation from the individ-
ual to the group level neither ignores nor replaces the individuals involved. 
Individuals and individual properties are still present, through their essen-
tial contributions to the properties of groups, including variation within 
groups. Group selection itself encompasses processes of individual selec-
tion. With the selection of groups, there is still the selection of individuals as 
well as selection for genes.

Crucially, this group-level Price equation (eq. 7.3) tells us that the pro-
cess of genetic selection (where groups are involved) can be partitioned into 
the effects of between-group variation and the effects of within-group varia-
tion caused by individual migration or other factors that tend to increase 
variation within groups. Consequently, genetic group selection becomes a 
stronger force when migration is limited or when other constraints main-
tain or enhance between-group variation ( Jun and Sethi 2007). Knudsen 
(2002b) provides a detailed analysis of how the effect of migration among 
competing groups supports or undercuts group selection.

In their enthusiasm to ditch the group selection concept, some gene-
centered biologists maintain that, in nature, such conditions are rare. But 
we should not overlook the fact that, in principle, any genetic selection pro-
cess in a population can be formally partitioned into between-group and 
within-group components, even in the extreme case where groups have 
no real substance. In such extreme cases, group effects may be negligible, 
but that does not undermine the formal result that selection can gener-
ally be partitioned in this way. Genetic group selection cannot be ruled 
out a priori. Determining the degree to which it operates in nature is very 
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much an empirical matter, one that depends on the species involved and its 
environment.

7 . 2 .  c u l t u r a l  g r o u p  s e l e c t i o n

If cultural transmission is regarded as a process by which individuals of 
a species can learn from one another, then the phenomenon is not con-
fi ned to humans (Bonner 1980). However, learning is much more profound 
and extensive among humans than among other species. Learning in other 
animals is rarely cumulative from generation to generation. Observational 
learning or high-fi delity detailed imitation is confi ned to a few species, in-
cluding apes and possibly some birds. Consequently, we largely confi ne our 
attention to cultural phenomena among humans.

To the alarm of some of his individualistic followers, Friedrich Hayek 
(1979, 1988) promoted the idea of cultural group selection in his later works. 
The crucial impact of cultural transmission on the issue of group selection 
was elaborated by the anthropologists Robert Boyd and Peter Richerson 
(1985, 204–40) and developed by D. S. Wilson (2002), Henrich (2004), and 
others. The key point is that cultural transmission effects can generate high 
degrees of conformism within groups, overcoming factors such as individ-
ual migration or genetic mutations that tend to increase variation within 
groups, and that cooperation can then evolve through cultural group se-
lection. For example, cultural factors such as religious allegiance can help 
reduce cheating and free-riding individuals who would enjoy the benefi ts of 
group solidarity without sharing fully in its costs.

Simon (1990) adds the further important possibility that individuals 
within groups will, on average, benefi t from receiving and relying on the 
information received through social channels.3 Unless society and its orga-
nizations generally cumulate bad information, docile people who enjoy a 
capacity to be instructed by society and to acquire skills on the basis of this 
socially transmitted information will experience a fi tness advantage over 
those lacking the capacity. Thus, according to Simon, docile individuals 
experience a fi tness advantage over the nondocile because of their use of 
socially transmitted skills and their conformity to socially sanctioned be-
havior. Subsequent work in this area with more sophisticated models has 
further underlined the adaptiveness of social learning (Boyd and Richerson 
1995; Aoki, Wakano, and Feldman 2003; Kameda and Nakanishi 2003).

3. For an elaboration and qualifi cation of Simon’s (1990) argument, see Knudsen (2003).
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One of the most important processes involved is conformist transmission 
(Henrich and Boyd 1998), namely, a psychological propensity to imitate 
behaviors that are common in the immediate social group. Conformism is 
widely established in social psychology, including by the famous experi-
ments of Solomon Asch (1952) showing that subjects often agree with the 
opinions of others even when the majority are secretly instructed to make 
claims that are manifestly false. Evidence suggests that people increase their 
probability of imitating others when uncertainty, diffi culty, or incentives 
are greater (Baron, Vandello, and Brunsman 1996).

A second process is prestige-based transmission, involving a propensity 
to copy successful individuals who are suffi ciently similar to themselves 
(Henrich and Gil-White 2001). Like conformist transmission, this process 
can create clusters of individuals adopting similar behaviors. It means that 
actions that promoted the success of prestigious individuals may spread 
more rapidly than other, less effective behaviors, thus, like conformism, 
shortcutting the haphazard processes of trial-and-error learning for many 
individuals.

Although most social cultures teach people to conform to others and 
to emulate prestigious individuals, there are strong reasons to believe that 
these conformist and prestige-oriented propensities are also inherited as 
instincts. Their universality among human cultures supports this view, as 
does the observation that other social animal species have similar disposi-
tions (de Waal 1982; Goodall 1986; Brown 1991; Schwartz 1994). In any 
social species, there are reasons why these hardwired propensities would be 
selected over time as they often bestow survival advantages for the group, 
even if the behavior generated is not necessarily optimal for the individual. 
Among humans, these genetically inherited propensities are massively rein-
forced by our exceptional learning capacities in groups.

But, in changing environments, conformism must not be so strong that 
obsolete information is endlessly replicated: there must be some space for 
cultural modifi cation and individual innovation. Hence, selection  pressure—
both genetic and cultural—in favor of conformist and prestige-based trans-
mission has its limits. And the instinctive foundations of conformist and 
prestige-based transmission allow for considerable modifi cation through 
individual and cultural variations.

Even if the instinctive component is large, these mechanisms do not 
mean that cultural differences between groups will disappear. On the con-
trary, conformist and prestige-based transmission involve positive feedback 
effects that can lead to clusters of behaviors that are very different from 
group to group. Among humans, the learning effects and positive feedbacks 
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are so strong that accidental factors and minor differences in the environ-
ment can lead to huge, path-dependent differences from group to group and 
especially from culture to culture. In different cultures, people cooperate in 
different ways over very different tasks. Customs and religious beliefs vary 
to an enormous degree.

Consequently, conformist and prestige-based transmission reduces di-
versity within groups but can accompany greater variation between groups. 
This enhances the conditions for strong cultural group selection. In contrast 
to the skepticism that greeted group selection in the 1970s, the reality of hu-
man cultural group selection is now fi rmly established in the literature and 
has widening approval.

The debate over group selection establishes that the selection of groups 
occurs when interaction effects between individuals are so strong that the 
fates of individuals are tied up with the survival of groups. The group must 
embody internal structural relations that are suffi ciently meaningful to fa-
cilitate causal interactions between individuals that enhance their survival 
as a group.

However, there has been relatively little discussion of how this outcome 
marries with the conceptual framework involving replicators, interactors, 
and units of selection. Clearly, with the selection of groups, the group is 
established as a possible interactor.

An obvious question arises: When there is cultural selection of groups 
(as interactors), what replicators are selected (for)? Obviously, with genetic 
group selection, the appropriate replicator (selected for) is the gene. But the 
corresponding cultural replicators are much less clearly defi ned. Despite 
the enormous recent success of evolutionary cultural anthropologists in 
highlighting and modeling key evolutionary processes, this issue has been 
neglected.

It is now possible to make some progress toward understanding the de-
tailed mechanisms and placing these processes in a generalized evolution-
ary framework. What would amount to an “internal genetics of culture”? In 
chapters 4 and 6 above, we establish that habits are elemental replicators in 
human society, and we point to the possibility of social replicators at even 
higher social levels.

Where do habit replicators fi t in the picture? Table 7.1 compares both 
interactors and replicators in both genetic and cultural selection where 
group selection occurs. The selection of interactors leads to selection for any 
component replicators because, as a result, the composition of the replica-
tor pool is altered and that is the crucial marker of phylogenetic evolution. 
But the selection of interactors may also involve—as part and parcel of the 
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same process—the selection of any component interactors. This happens in 
nature with the elimination of parasites after the demise of their host. With 
genetic group selection, the selection of groups means also the selection 
of individuals (as component interactors) and selection for genes (as repli-
cators). Between groups, cultural group selection involves the selection of 
groups and selection for both individuals and individual habits. Simultane-
ously, cultural group selection involves a degree of selection of individuals 
leading to selection for genes.

Note that table 7.1 defi nes two levels of interaction and two levels of 
replication. The lower-level biological replicators (genes) relate to both in-
dividual human organisms and groups as possible interactors. The lower-
level cultural replicators (habits of individuals) relate to both individuals 
and groups as interactors. Consequently, both individuals and groups are 
carriers for (at least) two kinds of replicator, namely, genes and habits.

When cultural group selection and genetic group selection are com-
bined, the result is that there are interactors on two levels (individuals and 
groups) and replicators on two levels (habits and genes). This establishes a 
picture of selection on multiple levels, as widely acknowledged in the litera-
ture on group selection and elsewhere (see, e.g., Lewontin 1970; Hull 1980, 
1981; Brandon and Burian 1984; Boyd and Richerson 1985; Eldredge 1985; 
Buss 1987; Durham 1991; Goertzel 1992; Depew and Weber 1995; Maynard 
Smith and Szathmáry 1995, 1999; Brandon 1996; Sober and Wilson 1998; 
Keller 1999; and Kerr and Godfrey-Smith 2002a). We add to this insight a 
more precise identifi cation of the replicators and interactors involved.

Our relatively simple schema shows that replicators (such as genes) may 
correspond to multiple interactors (namely, individuals and groups) at dif-
ferent levels. Obversely, it shows that some interactors (such as groups) may 
embody multiple types of replicator (namely, habits and genes).

ta bl e 7. 1 .  Cultural and Genetic Selection of Groups: Interactors and Replicators on Two Levels

Levels Interactors Replicators

Genetic selection:

 Higher Groups . . .

 Lower Individuals Genes

Cultural selection:

 Higher Groups . . .

 Lower Individuals Habits
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Our argument leads to a conclusion that differs from that of some other 
authors. For example, Laurent Keller and H. K. Reeve (1999) admit mul-
tiple levels of interactor but consider genes as the only replicators. Accord-
ingly, as well as the aforementioned resistance to the idea of the selection 
of groups, there is also some enduring resistance to the idea of other repli-
cators above the level of the gene. But the recent development of a precise 
defi nition of a replicator (see chapter 6 above) shows that the concept ap-
plies to additional entities, including those at the social level.

In work on group selection so far, there has been relatively little discus-
sion of the detailed mechanisms and structures that make the group a sus-
tainable and coherent unit, other than the important reference to the evolu-
tion of conformist and cooperative traits among individuals. While group 
selection depends critically on structured interaction effects, the structures 
themselves are relatively neglected. The group is treated as an agglomera-
tion of interacting individuals, with relatively little further consideration of 
its structural and binding features.

Social structure refers to a set of signifi cant social rules, social relations, 
or social positions involving a multiplicity of individuals, with properties 
that are not properties of individuals taken alone. The properties of a so-
cial structure are additional to the sum of the properties of the individuals 
involved.

Even when group selection depends on a propensity to conformism, 
implicitly it involves such a notion of structure. It involves more than an 
individual propensity. Roger Myerson, Gregory Pollack, and Joroen Swin-
kels (1991), Theodore Bergstrom (2002), Thorbjørn Knudsen (2002b), and 
others have shown how the evolution of cooperation can be affected by the 
spatial clustering of structured populations. A social structure is implicated 
because relevant conformist behavior relates to behaviors and conventions 
that have become prominent in the group. Without such a social structure, 
conformist pressures would be less signifi cant.

Typically, such structures bear the marks of the group’s own unique his-
tory. As Henrich (2004) points out, different groups can develop different 
patterns of behavior. It is to these historically determined group patterns of 
behavior that individuals may conform. The past emergence of prominent 
group patterns is a matter of path dependence. Once it is established, then 
others must subsequently conform. Group selection is maintained by some 
sort of structured cohesion in the group and is undermined as the effects of 
these structures on individuals are lessened.

The issue of structure bears on the question of the nature of culture and 
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cultural transmission. Individualistic conceptions are widespread. Boyd 
and Richerson (1985, 33) defi ne culture as “information capable of affecting 
individuals.” They approvingly quote Ward Goodenough (1981, 54), who 
writes: “People learn as individuals. Therefore, if culture is learned, its ulti-
mate locus must be in individuals rather than in groups.” The fi rst sentence 
is valid: people do learn as individuals, and there is no supraindividual brain 
in which knowledge is stored. But the conclusion in the second sentence 
is invalid and does not logically follow. Groups are not simply individuals; 
they consist of individuals plus interactive relations between individuals. 
In particular, group selection depends on the existence of benefi cial inter-
active relations. Furthermore, and more generally, what individuals learn 
depends on their environment; this includes the other individuals with 
whom they interact and is affected by the relations between all the indi-
viduals involved. Hence, there can be no “ultimate locus” of analysis in in-
dividuals alone without additional consideration of crucial relations between 

individuals.
For this reason, social and group entities are, in general, more than mere 

aggregates of individuals: they also involve relations between individuals 
(Arrow 1994; Bunge 2000; Hodgson 2007b, 2007c). Consideration of such 
relations is unavoidable and omnipresent in social science, and it contra-
dicts rhetorical claims that social phenomena are reducible to individuals 
alone. Just as culture is about relations between individuals as well as in-
dividuals themselves, knowledge in groups and organizations also depends 
on individual interactions. As Sidney Winter (1982, 72) puts it: “What re-
quires emphasis is that . . . the learning experience is a shared experience of 
organization members. . . . Thus, even if the contents of the organizational 
memory are stored only in the form of memory traces in the memories of 
individual members, it is still an organizational knowledge in the sense that 
the fragment stored by each individual member is not fully meaningful or 
effective except in the context provided by the fragments stored by other 
members.” Winter argues that, although tacit or other knowledge must re-
side in the nerve or brain cells of a set of human beings, its enactment de-
pends crucially on the existence of a structured context in which individu-
als interact with each other. More broadly, much of the information that is 
used and transmitted in a culture is embedded in social structures and orga-
nizations, in the sense that its existence and transmission depend on them. 
The information held by single individuals is, typically, context dependent; 
knowledge and structure are mutually intertwined (Langlois 2001).

We elaborate on this signifi cance of structure at various stages. Having 
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established groups as possible interactors, the next step is to refi ne the defi -
nition of an interactor in the light of the issues involved.

7 . 3 .  d e f i n i n g  t h e  i n t e r a c t o r

Hull (1980, 1981, 1988) criticized Dawkins’s concept of a vehicle because it 
downplayed the important causal role of the organism. Dawkins suggested 
that vehicles were simply convenient repositories for genetic replicators, 
which were regarded as doing most of the evolutionary work. Hull argued, 
successfully, that replication is only part of the evolutionary process and 
that interaction between the organism and its environment also plays a 
major part in determining the outcome. Hence, he substituted the concept 
of an interactor, defi ned as “an entity that directly interacts as a cohesive 
whole with its environment in such a way that this interaction causes rep-
lication to be differential” (1988, 408). This stresses not only the cohesive 
nature of the replicator-carrying unit but also the evolutionary importance 
of its interaction with its environment. These interactions cause differential 
replication of the replicators and the evolution of the population as a whole. 
To identify interactors, we must look at processes of successor selection and 
mechanisms of differential replication among such populations.

As established above, for group selection to occur, the members of the 
group must depend to some degree on one another and on the group as 
a whole. Structured interactions in the group must promote conformism, 
limit migration, or both. Similarly, Hull’s term cohesive whole indicates that 
its components mostly stick together and remain united. This suggests that 
the components depend critically on the survival of the whole and that, to 
some degree, the components depend on the survival of each other.

Note that our defi nition of generative replication in the preceding chapter 
also referred to the respective interactor of each replicator. We proposed the 
general principle that every generative replicator is hosted by (at least) one 
interactor. In this chapter, we propose an inverse principle: that every inter-

actor hosts at least one replicator. With these points in mind, we can attempt 
a more formal defi nition of an interactor.

This defi nition depends on the identifi cation of an equivalent set of com-
ponent replicators. This equivalent component set is defi ned as the set of 
replicators at the highest ontological level that are hosted by the interactor 
in question. For example, individuals host both habits and genes as repli-
cators. Why are habits described as being at the higher level? Generally, 
entities at higher levels are grounded on those below but involve novel and 



1 6 6  c h a p t e r  s e v e n

qualitative emergent properties resulting from particular interactions of 
lower-level elements. Habits depend on genes, but genes do not necessarily 
depend on habits: the evolution of habits can affect the gene pool, but this 
is not universal for all habits or, indeed, for all species. Consequently, habit 
replication is at a higher level than genetic replication.

We defi ne pi,j as the probability, with respect to a given environment E, 
that entity i will (more or less immediately) expire as a functioning unit 
(losing much of its preceding integrity or cohesion) if entity j expires. By 
E, we refer to one environmental state or a set of possible environmental 
states that are similar in relevant respects. These environmental conditions 
also include other interactors. For each interactor, there is a correspond-
ing nonempty equivalent component set of replicators R. In cases where 
an interactor hosts replicators at multiple ontological levels, the R refers 
exclusively to replicators that are at the highest possible ontological level 
within the interactor.

The component status of R does not rule out the possibility of an interac-
tor changing several of its component replicators, just as fi rms may change 
their routines (Nelson and Winter 1982). But it is reasonable to suggest that 
the relative expected longevities of interactors and their component rep-
licators is a crucial factor in determining the nature of the evolutionary 
process and its capacity to produce complex adaptations. If interactors were 
short-lived by comparison with their equivalent replicators, then selection 
processes would be less likely to favor replicators that refl ected the lifetime 
adaptive experiences of their interactor hosts.

We assume a world of multiple, competing interactors and of other repli-
cators that are not members of R. If an entity w is an interactor, then it must 
satisfy all the following minimal conditions:4

1. Integrity: An interactor is a relatively cohesive entity with effective 
boundaries between itself and its surrounding environment, including 
other entities. This means that the internal relations among its compo-
nent parts are generally more substantial and dense than the relations 
between the entity and elements in its external environment.

2. Sustained integrity despite environmental variation: Given shifting envi-
ronmental states Ej, where j is a positive index over possible states of the 

4. Note that we have amended and refi ned these conditions signifi cantly in comparison with 
our previous attempt (Hodgson and Knudsen 2004b). Such refi nements were prompted by ex-
tended refl ection on possible real-world cases, in both the social world and the natural.
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environment, the interactor has sustained integrity owing to the nature 
of the components of the interactor and the internal relations between 
them.

3. Shared dependence of component replicators on the interactor: Given E, for 
every member r of R, 1 – pr,w < ε, where ε is a small and nonnegative 
number.

4. Inclusion and shared organization of components: Every member r of R must 
be a component part of w, in the further sense that every r is within the 
boundary and part of the structure of w.

5. Replication dependent on the properties of the interactor and its environment: 
Every w has a set of properties Cw that, in the interaction of w with the 
given environment E, is a major factor in determining the (possibly dif-
ferent) set R′ of successors of R.

The fi rst of these conditions establishes the interactor as an integrated, co-
hesive, and bounded entity. The second condition establishes the durability 
of this entity over a number of environmental states. In systems theory, 
these tricky but essential concepts of cohesion, boundary, and durability are 
further refi ned (Bertalanffy 1971; Miller 1978; Bunge 1979; Emery 1981). 
The third condition means that, if the cohesive whole perishes, then all the 
component replicators are also likely to perish. This implies some degree 
of cohesion, and (given that some members of this replicator population 
are not members of R) it creates the possibility of differential replication 
among a whole population of similar types of replicator. The fourth condi-
tion elaborates the status of members of R as components of w. The fi rst 
four conditions defi ne an interactor as a cohesive whole. The fi fth condition 
defi nes an interactor as an entity that causes differential replication within 
this environment.5

Note how the fi fth condition relates to our earlier discussion of group 
selection, where we identifi ed the crucial issue of the covariance of group 
properties (xg) with group fi tness values (eg), showing the extent to which 
possession of such properties bestows fi tness on groups. The identifi cation 
of the group as a possible unit of selection and an interactor depends on this 
issue, and the fourth condition generalizes this to apply to all possible in-

5. Terms such as relatively cohesive and a major factor introduce some imprecision in our defi -
nition of an interactor. Likewise, our preceding defi nition of replication was dependent on features 
such as similarity. At least for the present, we require identifi able points of navigation more than 
exact defi nitional boundaries, and it is an open philosophical and semantic question of how pre-
cise defi nitions can be.
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teractors. Crucially, the existence of group selection depends on properties 
that simultaneously qualify the group as an interactor. As Robert Brandon 
(1996, 135) puts it: “When selection occurs at a given level, the entities at 
that level must be interactors.” Accordingly, if groups are proper objects of 
selection, then that implies that they are interactors as well.6

Our defi nition of an interactor is not confi ned to groups. It applies to all 
forms of interactor, in both nature and society, including organisms and hu-
man individuals. In the following sections, we establish that business fi rms 
and other social organizations are also interactors.

Are human individuals interactors by our defi nition? The fi rst condition 
applies as individuals are bounded and relatively cohesive entities. Their 
component replicators are their genes and instincts at the biological level 
and their habits at the social or cultural level. Clearly, the second condi-
tion is satisfi ed as these particular genes and habits will expire if the indi-
vidual expires. Note that this does not rule out the possibility that similar 
or identical genes or habits continue to survive among other members of 
the population: it is simply the individual’s genes or habits that are relevant 
in this condition. The third condition is also satisfi ed: genes are part of the 
molecular structure of the individual, habits are encoded in the individu-
al’s neurons, and both sets of replicators interact with the outside world 
through the individual. The fourth condition applies because the individual 
interacts with the environment, including other individuals, and creates the 
possibility of either genetic (sexual) replication or habit replication through 
imitation. Overall, individuals qualify as interactors, with respect to both 
component genes and component habits.

How does group selection relate to our defi nition of an interactor? With 
regard to the fi rst condition, we have argued above that, insofar as groups 
are meaningful entities in group selection and other terms, they must have 
a degree of cohesion and boundaries of limited permeability. With genetic 
group selection, the replicators are genes, and the process can be formally 
partitioned into between-group and within-group components. The fi rst 
component matters here. Between-group selection depends on the covari-
ance of the genetic properties of different groups and their group fi tness 
values, showing the extent to which possession of a property bestows fi t-

6. Brandon (1996, 137) considers interdemic group selection, where groups are more or less 
reproductively isolated. In this case, group selection results from processes of differential group 
extinction and propagation. He questionably concludes that “the replicators are the groups them-
selves” as well as the gene replicators. However, Brandon’s words were originally written in 1988, 
before the recent defi nitional refi nement of the concept of replication.
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ness on groups. Genetic group selection thus involves a widely shared ge-
netic characteristic of individuals in a group that gives a fi tness advantage to 
the group that is not found to nearly the same extent in the genes of other 
groups. Given this group-related distribution of genes, the survival of the 
particular genes bestowing the fi tness advantage depends crucially on the 
survival of the related group. The second condition for a group to be an in-
teractor thus applies, as long as a genetic group selection is signifi cant.

Given this proviso, then the third condition is also satisfi ed. Genes are 
part of the physical structure of individuals, and individuals are, in turn, 
structured into groups. Hence, genes are part of the structure of groups. 
The fourth condition applies by defi nition since genes are carried by group 
members. The fi fth condition means in this context that the interaction 
of the group with its environment partly determines the genes within the 
group that are replicated. Clearly, this is part of the meaning of genetic group 

selection, as formalized by the Price equation.
Likewise, the four conditions also apply to groups involving cultural 

group selection, where habits are the replicators. The fi rst condition for 
a group to be an interactor is clearly valid. Given a group-related distri-
bution of habits, the survival of a particular habit bestowing a fi tness ad-
vantage on a group depends crucially on the survival of that group. The 
second condition thus applies. The third and fourth conditions are also 
satisfi ed because habits are encoded in the physical structure of individu-
als and individuals are, in turn, structured into groups. The fi fth condi-
tion means in this context that the interaction of the group with its envi-
ronment partly determines which habits within the group are replicated. 
If cultural group selection is signifi cant, then groups likewise qualify as 
interactors.

Note that whether groups qualify as interactors depends critically on 
whether (genetic or cultural) group selection is signifi cant. Ephemeral or 
arbitrarily demarcated groups do not qualify as interactors. With less cohe-
sive groups, relations between individuals in the same group are of little or 
no more signifi cance than relations between individuals in different groups. 
Consequently, in such cases, the replication of genes or habits depends lit-
tle, if at all, on the properties of the group.

However, as argued above, for group selection to occur, groups must 
be structured in some signifi cant and cohesive manner so as to prevent 
group selection being undermined by cheating, free riding, mutation, or 
migration. Signifi cant (genetic or cultural) group selection depends on so-
cial structures that promote cohesion and limit migration. Only when such 
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conditions are present will group selection be signifi cant, and it is only with 
such structural features that groups can qualify as interactors.

Consequently, organized groups such as tribes can be interactors. In 
such circumstances, while habit transmission is always from individual 
to individual, the behaviors that express these habits depend crucially on 
structured relations with others in the group.7 This leads us to consider 
more closely the conditions under which organizations become interactors 
and the nature of their constituent replicators.

7 . 4 .  o r g a n i z a t i o n s  a s  i n t e r a c t o r s  a n d 

t h e i r  c o m p o n e n t  r e p l i c a t o r s

As noted above, groups vary enormously in terms of their structure and 
bonding, and only the more cohesively structured groups can qualify as 
interactors. This leads us to refl ect on whether organizations in general and 
business fi rms in particular can qualify as interactors.

Before we do this, consider the companion term institution. There is now 
quite a wide consensus that this term refers broadly to systems of rules that 
structure social interactions (North 1990; Knight 1992; Hodgson 2006c). 
These rules include norms of behavior and social conventions as well as 
legal or formal rules. Accordingly, systems of language, money, law, weights 
and measures, traffi c conventions, table manners, and all organizations are 
institutions.8 But not all institutions are organizations.

Examples of organizations are tribes, families, states, business fi rms, 
universities, and trade unions. We defi ne an organization as a special type 
of institution involving (a) criteria to establish its boundaries and to dis-
tinguish its members from nonmembers, (b) principles of sovereignty con-
cerning who is in charge, and (c) a chain of command delineating respon-
sibilities within the organization.9 These conditions imply the existence of 

7. This point was missed when we previously dismissed the possibility of groups in general as 
being interactors (Hodgson and Knudsen 2004b). Our position is modifi ed here to admit more 
openly the possibility of group interactors, as long as the groups have structures that create strong 
conditions for group selection.

8. On the untenable claim that organizations are not institutions, see n. 28, chapter 1, above. 
This claim results from a misreading of Douglass North’s work and is denied by North himself.

9. This is a broader defi nition than some others. For example, for Aldrich (1999, 2) “orga-
nizations are goal-directed, boundary maintaining, and socially constructed systems of human 
activity.” Aldrich then excludes “families and friendship circles” from the set of organizations. 
The problem here is precisely what is meant by goal-directed. Many fi rms act routinely, without 
explicit goals. If a family or friendship circle met together and declared a common objective, 
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social roles or positions that have properties irreducible to those of their 
incumbents. Social positions carry signifi cant powers and obligations that 
do not emanate from the characteristics of the individuals in those positions 
(Runciman 2001, 2002).

A social position is a specifi ed social relation with other individuals or so-
cial positions (such as priest, prime minister, production manager, or sales 
representative) that might, in principle, be occupied by alternative individu-
als. When individuals occupy social positions, they not only bring their own 
qualities or powers but also acquire additional qualities or powers associ-
ated with the position.

The introduction of social positions brings us to a still higher ontological 
level. Although the maintenance and replication of an organization and its 
social positions depend critically on habits of thought or behavior that sus-
tain and buttress this social structure, more is involved than these individ-
ual habits. The organizational relations between individuals, including the 
relevant social positions, must be sustained and possibly replicated as well.

To determine whether organizations are interactors, we must fi rst iden-
tify the equivalent component replicators at this higher level. Following 
the seminal work of Richard Nelson and Sidney Winter (1982), we identify 
routines as component replicators of organizations. As noted in the preced-
ing chapter, we adopt the now-consensus position that routines relate to 
groups or organizations, whereas habits relate to individuals (Cohen et al. 
1996; Becker 2004; Dosi, Nelson, and Winter 2000). But routines are not 
simply habits that are shared by many individuals in an organization or a 
group. If this were the case, there would be no need for the additional con-
cept of a routine. Routines are not reducible to habits alone: they are orga-
nizational metahabits, existing in a substrate of habituated individuals in a 
social structure. Routines are one ontological layer above habits themselves.

This does not mean that routines exist independently of individuals or 
that individuals take a subsidiary place in the analysis. Without individuals, 
there would be neither organizations nor routines. Routines exist because 
structured interactions of individuals give rise to emergent properties that 
(by defi nition) are not properties of individuals taken severally.

would it then become an organization? Because of the diffi culty of defi ning goal-directed behavior 
in crucial boundary cases, it is suggested here that a better criterion is the existence of principles 
of sovereignty concerning who is in charge. This sovereignty makes possible the declaration of 
organizational goals, even if they are not made explicit. Organizations as here defi ned have the ca-
pacity for goal-directed behavior, irrespective of whether goals are actually declared. In this sense, 
an organization has the capacity to be a “collective actor” (Knight 1992, 3).
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Now consider whether organizations are interactors, with respect to a set 
R of routines as their equivalent component replicators. Note that the habits 
or genes of individual members of the fi rm are also component replicators, 
but are not members of R because they are at a lower ontological level than 
are routines, which are the highest-level replicators hosted by the organi-
zation. The protocol established above requires us to consider only those 
component replicators at the highest level.

The features of membership and internal power relations help make or-
ganizations bounded and cohesive entities, thus potentially satisfying the 
fi rst condition of an interactor. Crucially, routines that are members of R are 
likely to expire if the organization ceases to exist. If so, the second condition 
in the defi nition of an interactor given above is satisfi ed. Routines are also 
components of the organization in the sense of the third and fourth condi-
tions. The fi fth condition requires that the properties of the organization 
determine the expected number of its particular routines within a given 
environment. Depending on the organization’s ability to interact with its 
environment, its routines will become either rarer or more common. Con-
sider modern business organizations: fi rms sometimes copy the routines of 
their more profi table competitors, and more profi table fi rms may expand by 
internally replicating their own routines. Many organizations thus qualify 
as interactors, at least by these minimal and preliminary conditions.

Consequently, organizations such as nation-states, tribes, families, busi-
ness fi rms, universities, charities, and churches may qualify as interactors. 
However, in many cases, the defi nitional issues of boundaries, cohesion, 
and expiration are problematic. Some of these diffi culties are explored in 
the next section, with particular reference to business fi rms and other re-
lated structures.

Nevertheless, we are now in a position to expand the previous picture by 
considering the multiple levels of selection illustrated in table 7.2. The high-
est tier—involving social positions and routines—is the organizational level. 
The next tier is the group level, which is meaningful only for groups that do 
not qualify as organizations but are suffi ciently cohesive for group selection 
to occur. The third level refers to individual-to-individual learning or cul-
tural transmission, which can occur with minimal social organization: this 
is described as the individual level.10

10. Runciman (2001, 2002, 2005) refers to the organizational and individual levels as the 
social and cultural levels, respectively. This terminology is slightly misleading as all cultures and 
individual interactions could be regarded as social.
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ta bl e 7. 2 .  The Selection of Organizations: Interactors on Three Levels and Their Replicators

Levels Interactors Replicators

Organizational Organizations Routines, habits, genes

Group Groups Habits, genes

Individual Individuals Habits, genes

When we consider the selection of organizations or individuals as inter-
actors, the selection process also involves selection for all the component 
replicators at the equivalent and lower levels, plus the selection of any com-
ponent interactors of a different type below. Hence, the selection of organi-
zations may involve the selection of groups and individuals, plus selection 
for habits and genes. The cultural selection of groups or individuals involves 
selection for habits and genes. The genetic selection of individuals involves 
selection for genes.

7 . 5 .  b u s i n e s s  f i r m s  a n d  o t h e r 

p o s s i b l e  i n t e r a c t o r s

The fi rm is more than a set of individuals. It has a corporate culture and 
structured environment consisting of behavioral norms and routinized 
practices that can augment individual skills and output per person (Argyris 
and Schön 1996; Hodgson 1998). In this way, it can sometimes be a more 
effi cient means of organizing production than the market. The importance 
of structured relations within the fi rm, the effects of corporate norms and 
culture, and the consequential fi rm-specifi c capabilities and learning effects 
mean that the fi rm often has the necessary cohesion to qualify as an inter-
actor (Hodgson and Knudsen 2004b, 2007).

Furthermore, the routines within the fi rm largely and normally share 
the common fate of the fi rm itself. If the survival of the fi rm is jeopardized, 
then skilled individuals and much physical capital can be moved elsewhere. 
But the fi rm is not simply an aggregate of individuals, physical capital, and 
codifi able knowledge. It also consists of idiosyncratic structures, relations, 
and routines that typically are not readily tradable and are specifi c to the 
fi rm itself (Winter 1988; Langlois and Robertson 1995). These routines are 
important repositories of knowledge that is not readily codifi ed or sold. 
This means that most or all of the fi rm’s routines share the fate of the fi rm 
in which they reside.



1 7 4  c h a p t e r  s e v e n

The competitive selection of cohesive groups such as fi rms is due to their 
differential properties in a common environment. In turn, these differential 
properties of fi rms partly emanate from the organized structure of the fi rms 
as a whole and are not due merely to the aggregate properties of the indi-
viduals in the fi rm, taken severally. Structured and cohesive interactions 
between individuals within the fi rm give rise to, and are properly regarded 
as, properties of the fi rm. These are a cause of differential profi tability and, 
thus, differential replication of the fi rm’s routines resulting from competi-
tive selection. In economics and the social sciences more generally, the defi -
nition of the fi rm has been a matter of some neglect, and a consensus is 
lacking (Hodgson 2002b; Gindis 2009). A fi rm has been variously regarded 
as a collection of resources, a nexus of contracts, a locus of strategic con-
trol, and much else. Below we suggest that the legal nature of the fi rm must 
be taken into account. From our perspective, what is important about the 
fi rm is its integrity, cohesion, and relative durability in the face of changing 
market conditions. The qualities that constitute a fi rm are illustrative of the 
more general qualities of an interactor.

The special focus on the business fi rm is useful because it illustrates some 
of the problems involved in defi ning and identifying interactors in the social 
and economic domains. For example, what about parts of the business fi rm, 
such as teams? Do these qualify as interactors?

The key conditions that come into play here are the fi rst (concerning 
cohesion, durability, and boundaries) and the fi fth (concerning property-
 dependent replication) elements in the defi nition of an interactor given 
above. With regard to the fi rst condition, only in exceptional cases would 
the internal relations between individuals within the team remain for long 
periods as more dense and strong than their relations with the fi rm as such. 
When these conditions occur, the fi rm is vulnerable to fragmentation, 
which is a relatively common outcome in these circumstances.11 Generally, 
the individuals in the team remain members of the fi rm and are under the 
control of its management.

With regard to the fi fth condition, we must consider interactions be-
tween the team and its environment that might cause the replication of the 
routines involved to be differential. Such replication could occur if the man-
agement of the fi rm decides to build another plant and build up a second 
and similar production team. Another possible mode of replication is the 

11. The fragments may expire or lead to spin-offs, where a team of employees breaks away 
from a parent fi rm and creates a new and separate fi rm of its own. This is a replication process that 
creates a new interactor, and it is discussed in box 7.1.
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box 7. 1  When organizations create offspring

Just as there are many mergers and takeovers in business, there are also nu-
merous cases where groups break away from a parent fi rm (Dahlstrand 1998; 
Bünstorf 2007). Sometimes these spin-off fi rms are very successful and become 
household names. Steven Klepper (2008) shows that spin-offs are often trig-
gered by the parent fi rm’s reluctance to pursue employee ideas for new products 
or processes. Evidence from the U.S. automobile (Klepper, 2002a), laser (Klep-
per and Sleeper 2005), and disc drive (Christensen 1993) industries likewise 
indicates that frustrated attempts to pursue innovative opportunities by teams 
within the parent fi rm are a major impetus behind spin-offs. Adverse develop-
ments with the parent fi rm are another major cause (Eriksson and Kuhn 2006; 
Dahl and Reichstein 2007). As evidenced by household names such as Ford, 
Intel, and Adobe (Chesbrough 2003), the spin-off process sometimes leads to 
major fi rms that change the character and trajectory of their industries.

Some spin-offs result from one or a few entrepreneurs breaking away from 
the parent company. But the evidence in the literature suggests that many more 
successful spin-offs involve the breaking away of teams of workers or managers 
with different and complementary skills. This means that, not only individual 
knowledge and habits, but also knowledge enabled by routines and social rela-
tions is replicated or transferred.

Although much social replication is via diffusion, where no new inter actors 
are created, spin-offs are an important case in which replication is tied up with 
the creation of new organizational interactors. Both individual-level replica-
tion and organization-level replication take place during the creation of the 
new fi rm.

New interactors are created when replication occurs in the political sphere, 
as with the secession of states or the achievement of independence by colonies. 
The newly formed nations often adopt the legal systems and other features of 
their parent nations.

In nature, the creation of offspring is the principal means of replication. 
This is not the case in socioeconomic evolution, but it is signifi cant neverthe-
less in this domain.

copying of the team type and its routines by another fi rm. What is notable 
in these examples is that the fi rm, as well as the team itself, plays a crucial 
causal role in team replication. This does not disqualify routines within 
teams from being replicators, but it does not make the team an interactor. 
Compared with the defi nition of a replicator, the defi nition of an interactor 
entails the additional criterion that the entity must interact with its environ-
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ment as a cohesive unit, thus causing differential replication. In the case of 
the team, the fi rm generally plays a more important role in this regard. Just 
as genes require very strong connections with organisms in order to bring 
about differential replication, so too do routines and teams require strong 
connections with the fi rm for differential replication to occur. For these rea-
sons, we do not generally consider teams within fi rms to be interactors.

Consider cases when one fi rm merges with, or is taken over by, another 
one. This absorption of one entity into another may keep many of the fea-
tures of the original entity intact. Component teams can survive the merger 
or acquisition of their host fi rm. In the natural world, the consumption of 
one organism by another means the dissolution of one of these organisms.12 
In the social or economic world, much of the cohesion of an original fi rm 
can sometimes be retained when it is merged with or acquired by another 
fi rm; absorption does not necessarily mean dissolution.

Does a merger or a takeover amount to the expiration of the original 
fi rm? If the absorbed fi rm does not expire, then does it remain an interactor? 
The constitution, boundaries, or title of the fi rm can change radically with a 
merger or an acquisition. But, on the other hand, many of its components, 
rules, routines, and structures and much of its property may remain intact. 
Some employees and customer goodwill may survive the metamorphosis. 
Clearly, merger or acquisition is not the same as bankruptcy or dissolution.

We have a case that is atypical of organisms in the natural world. When a 
cat eats a mouse, the consumed interactor expires. But, when the whale con-
sumed the biblical Jonah, he remained an interactor and lived to tell the tale. 
With the takeover of one fi rm by another, the legal identity of one fi rm may 
expire, but some of its teams and their routines may live on, like Jonah, in the 
belly of the predator. In these Jonah-like cases, we need to develop further 
criteria to decide whether the original fi rm has expired. Expiration means 
the loss of preceding coherence, integrity, and structure. Although mergers 
and acquisitions often lead to major structural changes, this is not always 
the case, and sometimes the acquired fi rm can function much as before. 
In other signifi cant cases, its preceding integrity and coherence are lost.13

12. However, there are some cases of symbiotic and close structural integration of separate 
organisms, as with lichen and the Portuguese Man O’War quasi jellyfi sh. A degree of symbiotic 
integration occurs in some ecosystems, including some forests where vast networks of fungi redis-
tribute nutrients among trees and plants.

13. While we fully acknowledge real-world cases of acquisitions or mergers resulting in little 
change, the literature on mergers and acquisitions suggests that the survival of acquired teams 
or routines within the acquiring or merged fi rm is relatively rare. With mergers, managers have 
often found it very diffi cult to fully integrate the component parts of merged fi rms. Acquisitions 
tend to work out better when the unit acquired is relatively small and the acquiring fi rm breaks 
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Although they are far from the entire story, legal factors are important 
in defi ning the boundaries of the fi rm (Blair 1999, 2003; Soderquist 2000; 
Hodgson 2002b; Hansmann, Kraakman, and Squire 2006; Gindis 2007, 
2009). The fi rm is a legal entity, and its legal status is an important element, 
alongside others, in its capacity to protect its assets and remain a cohesive 
whole. Even if the fi rm has multiple plants or divisions, it still has a degree 
of cohesion resulting from its unitary legal status as a single “legal per-
son.” The criterion of legal personhood is helpful in identifying the relevant 
boundaries between the fi rm and its environment and, thereby, identifying 
the relevant interactor. The legal status of the fi rm is crucial in cohering its 
interactions with a market environment and its competition or cooperation 
with other fi rms. In a legal and meaningful sense, it is fi rms, not teams or 
divisions, that contract with customers or suppliers. However, important 
exceptions do exist, especially where multiple legal entities in practice func-
tion as unitary integrated wholes, particularly as a result of concentrated 
ownership by a group of shareholders or a single shareholder.

If a fi rm is broken into parts, or becomes bankrupt, or dissolves, then 
generally it ceases to exist, both as a legal entity and as a specifi c interactor. 
Of course, there are examples of fi rms that appear to have more lives than 
a cat; often for dubious reasons they go bust, only to be reopened the next 
day with unaltered structures and personnel but new legal identities. At 
fi rst glance, this may lead us to disregard legal issues and treat the cat-like 
fi rm as a single, enduring entity. On closer inspection, the legal issues are 
vital to understanding what is going on. Such fi rms use the legal devices of 
dissolution or bankruptcy to escape from their former debts and obligations 
to customers. Such cases are akin to cloning: a new interactor emerges, but 
it is using the DNA (i.e., the component replicators such as routines and 
habit-based skills) and structures of its predecessor.

It must be recognized that there are other relevant structures, such as 
conglomerates, business units, joint ventures, and so on, that involve mul-
tiple fi rms in close and relatively durable relations with one another. Many 
of these qualify as interactors according to the criteria laid down here. Just 
as both groups and individuals are interactors, it is possible to have a nested 
hierarchy of different types of organization where the members of one or-
ganization are themselves organizations.14 As noted above, similar nested 

up and replaces the prevailing culture of the acquired fi rm (Kusewitt 1985; Datta 1991; Walter 
1991).

14. As suggested in chapter 5 above, it is possible that, in the corporate world, a product divi-
sion in a multidivision corporation can function as an interactor, as long as the division is suffi -
ciently cohesive to satisfy our criteria.
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hierarchies of objects of selection have been considered in biology. Simi-
larly, there are multiple levels of social interactors.

However, the existence of evolutionary selection on multiple levels does 
not necessarily involve replicators at different levels. There need not be a 
one-to-one correspondence between a hierarchy of replicators and a hierar-
chy of interactors (Brandon 1998). Rigorous accounts of multiple levels of 
selection establish a hierarchy of interactors, without necessarily establish-
ing a corresponding hierarchy of replicators as well. Consider, for example, 
the “genetic selection” rows in table 7.1 above. These show two levels of in-
teractor (individuals and groups) but replicators (genes) at one level only.

There is a hierarchy of interactors, including fi rms at one level and indi-
viduals at another. There is also a hierarchy of replicators, namely, routines, 
habits, and genes. How do these two hierarchies relate? Just as the selection 
of individual organisms in genetic evolution results in selection for the cor-
responding genes, selection of fi rms in a competitive environment results in 
selection for some of the replicators associated with the fi rms, such as their 
constituent routines. That is, the current properties of the fi rm determine 
whether its routines, and the habits of its individual members, will be more 
common or rarer in the next time period.15

Further descending the hierarchy, the selection of fi rms can also have a 
slight effect in selection for human genes, given that employment oppor-
tunities in the fi rm can have an effect on the survival opportunities of hu-
man individuals. The selection of fi rms has effects that cascade down to the 
selection of individuals and, in turn, to selection for genes. But selection for 
these lower-level, biological replicators can often be ignored for purposes 
of analyzing economic evolution. It is too slight to be of signifi cance, given 
the much slower pace of genetic evolution.

7 . 6 .  c o n c l u s i o n

This chapter has demonstrated the connection between the analysis of 
group selection and the defi nition of an interactor. The possibility of group 
selection depends on the existence of structures and mechanisms in the 
group that limit migration or promote conformism. When group selection 
occurs, the group functions as an interactor. Our analysis establishes that 
social organizations, including business fi rms, are, generally, interactors. 

15. Including product divisions or multiple plants as an additional layer of selection does not 
alter the logic. We omit this detail to increase clarity of exposition.
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Our proposal that the fi rm can be considered to be an interactor is con-
sistent with the general line of argument in Nelson and Winter’s (1982) 
work, which considered fi rms as units of selection in a competitive process 
and “routines as genes” or replicators. We have endorsed and refi ned that 
perspective here, using insights from modern evolutionary theory and the 
philosophy of biology.

Many of these insights have been gained from the development of a 
framework of generalized Darwinism. The application of Darwinism to so-
cial or economic evolution depends simply on the existence of meaningful 
variation, inheritance, and selection in that sphere. Understanding this, in 
turn, depends on adequately precise defi nitions of those Darwinian con-
cepts. Within evolutionary economics, over a quarter of a century after the 
appearance of Nelson and Winter’s (1982) classic work, these issues are 
only beginning to be explored.

As noted above, detailed exploration of the processes of replication and 
selection in any context requires the identifi cation of the interactors and the 
levels of interaction. The contribution of this chapter is, fi rst, to establish in 
general and formal terms some of the essential characteristics of the inter-
actor, characteristics that apply to any evolutionary context. Second, on this 
basis, we have established the status of the fi rm as an interactor in social or 
economic evolution.

This opens the door to the wholesale application of Darwinian princi-
ples to industry dynamics. Of course, this means, not the reckless adoption 
of biological analogies, but the use of a Darwinian framework to organize 
middle-range theories that are applicable to the specifi c mechanisms in-
volved. Some progress has been made in this direction through the work 
in “organizational ecology” of Michael Hannan and John Freeman (1989) 
and others. But the Darwinian framework of these researchers is incom-
plete. They emphasize selection on extant variation but pay relatively little 
attention to inheritance or replication. While stressing the importance of 
organizational diversity, they give an inadequate explanation of its causes 
(Reydon and Scholz 2009). Replication of routines receives more analysis 
in the work of Richard Nelson and Sidney Winter (1982) and the whole tra-
dition that they have inspired, but there is relatively little discussion there 
of the overarching Darwinian framework. The hope is that a more complete 
and explicit Darwinian approach will give a further boost to these research 
programs and help develop a more dynamic picture of industry evolution, 
one that establishes its superiority over equilibrium-oriented mainstream 
approaches.
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Major Information Transitions 
in Social Evolution

Living organisms are highly complex, and . . . some lineages have become 

more complex in the course of time. . . . Our thesis is that the increase has 

depended on a small number of major transitions in the way in which genetic 

information is transmitted.

m aynard smith and eörs szathmáry,  ( 1995 )

Once we see that other levels of selection are theoretically possible, we should 

not adopt a methodology that blinds us to their existence.

robert n.  br andon,  ( 1996 )

In this chapter, we sketch how social evolution has led to greater complex-
ity. There are many important features of this story. Among these are a num-
ber of major transitions in the way information (above the genetic level) is 
transmitted, stored, and utilized. Each information transition has produced 
a major new class of replicator that can transmit, store, and utilize more 
complex social information. A few major information transitions in social 
evolution have transformed social life. They account for the evolution of 
prelinguistic culture, human language, tribal customs, writing and records, 
judicial laws, and the institutionalization of science and technology. We 
consider each of these transitions chronologically, from early humans to 
modern times.

The title of this chapter is a tribute to the famous 1995 work by John 
Maynard Smith and Eörs Szathmáry, who considered several biological 
transitions, from replicating molecules, through RNA and DNA, to animal 
societies. Their fi nal chapter is on the origins of language.

It is important to appreciate that, although their book is entitled The 

Major Transitions in Evolution, they omit a number of evolutionary inno-
vations of major signifi cance, including the evolution of complex brains, 
lungs, backbones, eyes, fl ight, warm-blooded circulation, and mammary 
glands. The evolution of the eye, for example, is believed to have facilitated 
an explosion of different types of species. No one doubts the signifi cance 
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of these innovations. Yet they are excluded from the account by Maynard 
Smith and Szathmáry because their focus is on information transitions—on 
the evolution of new forms of information retention, use, and replication.

We share this focus on information in this chapter (while we extend it 
beyond the gene). Consequently, we omit several important milestones in 
social evolution. Like Maynard Smith and Szathmáry, our focus is on the 
evolution of systems of information replication. While it is vital thread in 
the story, it is neither a complete account nor an adequate periodization of 
the development of human society. We omit very important other transitions 
such as the development of agriculture, money, wage labor, and markets.

Information transitions in social evolution create new ways of retain-
ing, correcting, and copying conditional response mechanisms, each built 
on novel forms of habit and social structure and embodying information 
directly or indirectly relevant to the organization of the production or the 
distribution of means of human survival or development. Our choice of six 
major transitions is illustrative and not necessarily exhaustive.

We do not argue that information transitions are the sole drivers of 
change. Instead, we are led to focus on this aspect because our Darwinian 
framework establishes information replication as a key part of the broader 
process. And these core mechanisms of social evolution have been relatively 
neglected.

Our narrative differs from that of Maynard Smith and Szathmáry in terms 
of time frame and degree of abstraction. First, we begin with the develop-
ment of culture and language and end with some of the more sophisticated 
social institutions of modern society. Second, their work concentrates very 
much on explanations at the detailed level, whereas our concern is the de-
velopment of a general scheme to account for information transitions in so-
cial evolution, leaving many of the in-depth explanations for later. We skip 
over many details, and we do not attempt a full causal account of how every 
new transition occurs. Where possible, we build on scientifi c evidence. But, 
in the spirit of Darwin, some aspects of our account are speculative.

The preceding chapter established the possibility of evolution on mul-
tiple levels. We pointed out that more complex, multiple-level evolution in-
volves social as well as genetic replicators in addition to both individual and 
social interactors. We considered the evolution of modern organizations 
and used the business fi rm as an example. Business fi rms are interactors 
that enroll a number of human individuals. Their component replicators 
are routines that orchestrate social interaction in work groups, that is, who 
does what, when, and with whom.
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Tribes also qualify as organizations. What are the component replicators 
in tribes? The term routine has been developed in the more specifi c context 
of business fi rms and military organizations. We therefore use the more 
general and inclusive custom to refer to replicators within cohesive social 
groups, including tribes.1

We defi ne customs as dispositions in cohesive groups to energize pat-
terns of behavior and interaction, involving conditional and sequential re-
sponses to behavioral cues that are partly dependent on social positions in 
the group.2 Rituals, ceremonies, and work routines are examples of cus-
toms. The set of customs in a group defi nes its culture. Broadly, cultural 
evolution takes place in all societies in which custom plays an important 
role in providing group cohesion and transmitting information.

There are many defi nitions of culture and enduring diffi culties in obtain-
ing a consensus formulation (Kroeber and Kluckhohn 1963; Keesing 1974). 
Our conception is close to some earlier views. For example, Edward Tylor 
(1871, 1) regarded culture as “that complex whole which includes knowl-
edge, belief, art, morals, law, custom, and any other capabilities and habits 
acquired by man as a member of society.” Thorstein Veblen (1919, 39) saw 
the “cultural scheme of any community” as “a complex of the habits of life 
and thought prevalent among the members of the community.” Malcolm 
Willey (1929, 207) saw culture as “common and interrelated habits that 
constitute the mode of life of the people.”

Culture refers to shared habits of thought and behavior prevalent in a 
group, community, or society. Habits are seen as capabilities or disposi-
tions, placing this defi nition in an older tradition that includes Tylor, Ve-
blen, and Willey. While our defi nition of culture can be rendered compatible 
with recent work in cultural anthropology (Boyd and Richerson 1985; Dur-
ham 1991), many newer defi nitions are problematic because they fail to give 
culture an adequate psychological foundation. This refl ects an unwarranted 
abandonment of the psychological concept of habit by social scientists since 
the 1920s (Camic 1986; Hodgson 2004a).

What is the difference between culture and institutions? Members of a 
group or society are not necessarily involved in all its institutions, but they 

1. An alternative to the word custom would be folkway (Sumner 1906; Keller 1915; Fischer 
1989). We see no overall advantage in this alternative.

2. Like routine and habit, custom suffers from some ambiguity in general parlance, referring 
both to observed behaviors and to the dispositions that give rise to such behaviors. If custom were 
behavior, then the characteristic would logically disappear when the behavior ceased. Yet, just as 
we retain habits and organizations retain routines, groups retain customs, even when they are not 
exercised: they do not have to be re-created anew after every period of inactivity.
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are affected by its culture. Institutions are specifi c systems of rules. Insti-
tutional boundaries do not necessarily coincide with those of the group or 
society as a whole. By contrast, culture refers to general attributes of a dis-
tinctive group or society.

Having defi ned some key terms, we can begin to discuss six major infor-
mation transitions in social evolution. The fi rst is the emergence of culture. 
The second is the transition from prelinguistic to linguistic culture. The 
third is that from cultural groups to tribes. The fourth involves the estab-
lishment of exosomatic means for the storage and transmission of informa-
tion. The fi fth involves the emergence of judicial legal systems within many 
civilizations.3 The sixth concerns the institutionalization of science and 
technology. We emphasize that our discussion is schematic and incomplete. 
It omits several intermediate transitions of importance to focus on the six 
that we think are the most signifi cant in terms of information transmission. 
It is intended to illustrate and develop our theoretical framework, rather 
than to illuminate all the causal mechanisms involved.

It will be shown that the six major information transitions in social evo-
lution generate greater complexity by nesting prior social adaptations in 
more complex structures. While these transitions involve the recent emer-
gence of new social structures or entities, they build on a human psychol-
ogy that has evolved over the millions of years that humans and our ape-like 
ancestors have lived in social groups. Over this period, we have developed 
the capacity to form habits. We have also evolved conditional instincts to 
conform to others, to punish others who do not conform, to recognize pres-
tigious individuals and imitate them, to obey those in perceived authority, 
to communicate with gestures, and to acquire the elements of language. On 
this genetically inherited foundation, new forms and levels of information 
transmission have emerged, associated with the major information transi-
tions toward more complex social formations. In recent millennia, humans 
have built a multilevel edifi ce well above these primeval foundations.

8 . 1 .  t h e  e m e r g e n c e  o f  c u l t u r e

The fi rst major information transition is the emergence of prelinguistic hu-
man culture. It has been a matter of dispute whether humans alone have 
what could properly be described as a culture (Holloway 1969; Bonner 

3. Although there is no unanimously accepted defi nition of civilization (Daniel 1968), several 
prominent defi nitions involve the existence of cities, states, internal trade, and property. The term 
civilization is used here to refer to sedentary societies with developed state bureaucracies.
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1980). If culture is defi ned to require linguistic mediation (Bloch 1991), then 
it must be confi ned to humans and postdate the origin of relatively sophis-
ticated language, which some scholars date as recently as fi fty thousand 
years ago. We choose to defi ne culture more broadly. But we also fully ac-
knowledge that the adoption of language was a crucial step in human social 
evolution: this is discussed later.

The fi rst major information transition in social evolution is character-
ized by the emergence of sophisticated habits—new generative replica-
tors that enabled rapid learning and adaptation within social groups. This 
transition was especially gradual and started among our ape-like ancestors. 
Habits store, transmit, and translate information gained through learning 
about particular situations in particular contexts. In contrast, instincts are 
unlearned, inherited response mechanisms.

From a prior state of instinct-driven behavior, habits made it possible to 
form and transmit dispositions to engage in useful behaviors in response 
to particular situations. The evolution of habits facilitated the coding 
and transmission of experiential learning relating to essential tasks such 
as hunting and gathering. The medium was learning by imitation in hu-
man populations, and the advantage was that it became possible to change 
behavioral repertoires on timescales much shorter than those accounting 
for the genetic evolution of instincts. Cultural evolution involves a replica-
tion machinery through which we spread our habits of action and thought 
rather than our genes.

Are other animals capable of learning by imitation? Some birds appar-
ently learned from others to drink milk by piercing the foil tops of full bot-
tles delivered to the front doors of British homes (Fisher and Hinde 1949). 
But it has been claimed that this was not genuinely imitative behavior, that 
the birds were, instead, each learning independently to access the milk. 
Macaque monkeys are said to learn and imitate techniques such as washing 
potatoes in saltwater and using water to separate grain from sand. It is also 
noted that chimpanzees learn to use sticks to extract and eat termites from 
a mound (Degler 1991, 344–46). Even in these primate cases, it has been 
disputed whether such techniques have been learned by imitation (Galef 
1992).4

But there is some evidence of sophisticated communication among apes. 

4. The further literature on imitation and social learning among animals and its implications 
for understanding humans is too vast to be reviewed here. See, e.g., Zental and Galef (1988), Lal-
and, Richerson, and Boyd (1996), and Tomasello (1999a, 1999b).
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Frans de Waal (1996, 2006) argues that primates can read or even transmit 
emotional states such as approval, empathy, and fear through sounds, body 
language, facial expressions, and pheromonal excretions. This is known as 
emotional contagion (Hatfi eld, Cacioppo, and Rapson 1993). De Waal further 
argues that the communication of emotional states is at the core of the ca-
pacity for empathy: apes can understand and even share the joys or suffer-
ings of others.

The possibility of reading emotions in others and even replicating emo-
tional states is a crucial mechanism, both for transmitting useful informa-
tion and for enhancing social cohesion. For example, the transmission of 
fear in the group can lead to collective fl ight from a predator. Hence, these 
dispositions are likely to have a long evolutionary history and be partly 
inherited as instincts.

Sounds, body language, and facial expressions are information signals. 
They can trigger responses in their recipients through genetically inherited 
mechanisms. The behavioral cascade results from information triggers, not 
from the acquisition of new propensities. It is only when new mechanisms 
and propensities are acquired that some form of genuine inheritance takes 
place.

Emotional transmission and other information signals would not have 
any survival function unless they triggered some kind of behavior. Hence, 
the triggering mechanism must already have been acquired before the sig-
nals are received. Many of these mechanisms will be inherited genetically. 
Such mechanisms are ubiquitous in nature, even among nonsocial species. 
Most organisms will be genetically programmed to respond to signals that 
are relevant for their survival.

Among the repertoires of response is the imitation of the behavior of oth-
ers. In the preceding chapter, we noted that there are at least two types of 
imitation. The fi rst is conformist transmission (Boyd and Richerson 1985). 
It has been shown that genes disposing individuals to such conformism 
would be selected in some contexts (Henrich and Boyd 1998). A second psy-
chological mechanism is prestige-based imitation (Henrich and Gil-White 
2001; Henrich 2004), through which people learn advantageously from the 
more successful. Clearly, this second mechanism must involve capabilities 
to recognize social hierarchy and prestige. In any social species, such in-
stinctive propensities are likely to be selected over time; they would bestow 
survival advantages when there are substantial group selection effects.

There is also evidence for learned or inherited dispositions to punish 
those who break the rules or fail to enforce them (Boyd and Richerson 1992; 
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Andreoni 1995; de Waal 1996; Fehr and Gächter 2000a, 2000b, 2002; Gin-
tis 2000; Field 2001; Price, Cosmide, and Tooby 2002; Boyd et al. 2003; 
Gintis et al. 2005; Henrich et al. 2006; Fehr and Gintis 2007; Guzmán, 
Rodriguez-Sicken, and Rowthorn 2007). The relevant inherited dispositions 
have evolved in our social species over millions of years. Some such punish-
ment involves “strong reciprocity” (Gintis 2000), where there is a propensity, 
not only to punish cheats, free riders, rule breakers, and self- aggrandizers, 
but also those who fail to punish the offenders. Especially within small 
groups, these propensities are driven by strong emotional feelings of anger. 
There is also evidence of such dispositions among primates (de Waal 1996).

In a complex culture, emotionally empowered rules can help enhance 
notions of justice and morality (Darwin 1871; de Waal 2006; Robinson, 
Kurzban, and Jones 2007), which, after later information transitions, may 
become codifi ed. If these emotions were present in our ape-like ancestors, it 
is possible that morality has a genetic as well as a cultural foundation.

Propensities to conform, emulate, or punish are likely to be genetically 
guided. But, when they lead to the acquisition of new conditional behav-
ioral mechanisms, a new level of transmission is established. A key step 
in the emergence of culture is the development of the capacity to acquire 
new response mechanisms through imitation and social interaction rather 
than genetic inheritance. A culture is an outcome of specifi c circumstances 
and history. Notwithstanding important “human universals” in all cultures 
(Brown 1991; Schwartz 1994), signifi cant cultural variation is apparent. 
Culture depends on the development within individuals of nongenetic re-
sponse mechanisms that refl ect specifi c circumstances and interactions. We 
call these mechanisms habits.

Culture requires the capacity to form habits as additional and contingent 
mechanisms. The social insects show little evidence of such a capacity, al-
though bees can signal to one another important contingent information 
such as the location of distant pollen. Although the information itself may 
be novel, such communication seems to rely on genetically acquired rather 
than learned mechanisms. By contrast, the acquisition of habits involves 
new conditional mechanisms that enable new responses to new types of 
information input, rather than merely new information inputs to existing 
mechanisms. The capacity to acquire habits is found in most mammals, 
some birds, and possibly some fi sh. When many of these habits are acquired 
through social interaction among members of the same species, we have the 
existence of at least a protoculture.

As Derek Freeman (1983) argues, higher animals exhibit “behavioral 
fl exibility.” Instead of a refl ex response to a stimulus, they sometimes de-
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liberate and weigh up their options. More complex stimuli and enhanced 
neural information-processing capacities sometimes throw up multiple po-
tential responses. With the evolution of a more developed brain and neural 
system, the cultural adaptations of the human species arose. Culture is both 
a biological and a social phenomenon, and human evolution is “a long ex-
istent and deep symbiosis between the genetic and the cultural” (Freeman 
1983, 300). The capacity to produce culture arose via natural selection be-
cause it enhanced reproductive success.

But what is to stop natural selection from eventually creating sophisticat-
edly programmed instincts that are suffi ciently fl exible to deal with most 
circumstances? Why do instincts to provide the complete apparatus of cog-
nition and action not evolve? If this happened, then no major role would be 
left for habits as instincts would be suffi cient for survival.

Habits and instincts differ in their speed of emergence. Instincts take a 
long time to evolve in a population. For this reason, they cannot readily take 
small, transient changes into account. Instincts entail response mechanisms 
that react to broad categories of enduringly frequent stimuli. If the stimuli 
were infrequent or variable, then the instinct could not evolve through ge-
netic selection among a population.

By contrast, habits can be acquired by individuals in weeks. Consequently, 
they can embody more nuanced responses to episodic circumstances. In-
stincts remain vital even among intelligent organisms dealing with complex 
conditions, but the modifi catory power of habits becomes relatively more 
important. The social and natural environment is too inconstant to allow 
the natural selection of suffi ciently complex and refi ned instincts to take 
place. In contrast, habit is a relatively fl exible means of adapting to com-
plexity, disturbance, and unpredictable change. The capacity to form new 
habits, aided by both instincts and reason, has helped enhance the fi tness of 
the human species in the process of selection.

But all mechanisms and adaptations emerge at a cost. The capacity to 
form habits depends on a well-developed brain and neural system. The hu-
man brain is a very expensive organ in terms of energy consumption. While 
it accounts for less than 2 percent of our weight, it consumes up to 20 per-
cent of our caloric intake (Drubach 2000). Bigger brains mean that we have 
to consume more calories, and our ancestors had to spend more time hunt-
ing and gathering.

Given these costs, there must be compensating advantages. According to 
the “social brain hypothesis,” the human brain has become larger and more 
complex in tandem with the evolution of adaptive social groups of around 
150 people (Dunbar 1993, 1998; Mesoudi, Whiten, and Dunbar 2006).
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There must have been frequent changes in the environment to provide 
a suffi cient evolutionary payback for habit-based cultural adaptations. Sev-
eral authors have proposed that capacities for sophisticated habit formation 
and cultural growth emerged among humans to deal with a rapidly chang-
ing climate and natural environment. Environmental change, particularly 
climate change, is now emerging as a major explanation of the evolution of 
both intelligence and culture among humans (Potts 1996; Richerson, Boyd, 
and Bettinger 2001; Calvin 2002). When more sophisticated social struc-
tures emerged among early hominoids, they developed a greater capacity to 
form sophisticated and adaptable habits than was found in other species.5

Once a habit-based culture begins to develop in a social species, interac-
tions become more complex, and novel situations emerge. This, in turn, can 
give a selection advantage to individuals who develop new habits to deal 
with new circumstances: culture feeds on itself. Over a much longer period, 
the genetic mechanisms that enable adaptation through the development 
of new habits are also given a selection advantage. Some enduring cultural 
features may slowly, by selection, affect the genes in the whole population 
(Durham 1991). Through different mechanisms, and at different rates, there 
is feedback in both directions.

In sum, human culture became established on the basis of capacities to 
form habits that enabled rapid learning and adaptation within social groups 
and involved conditional generative mechanisms. Without these mecha-
nisms, there would be no programmed responses to input signals. At most, 
imitation of others would be immediate, and programmed responses would 
not be learned and stored in the neural system. Nongenerative replicators 
that trigger immediate imitation are likely to have preceded the evolution 
of capacities to form habits. Such crude capacities for immediate imitation 
may have some survival value in some contexts, but they do not store much 
enduring information.

The capacity to form habits evolved over millions of years. The major 
information transition that laid down the habitual foundations of culture 
involved the development of a new type of generative replicator. The de-
velopment of new forms of generative replicator accompanies every major 
information transition in social evolution.

5. The evolutionary and functional difference between culturally acquired habits and geneti-
cally inherited instincts was appreciated by Thorstein Veblen (1914) and has reemerged in modern 
theories of cultural evolution (Richerson and Boyd 2001, 2004; Richerson, Boyd, and Bettinger 
2001).
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Before we discuss the next major information transition, we turn to an 
important methodological issue. We hold that the emergence of culture in-
volves both genetic changes enhancing the capacity to form habits and the 
development of social structures and interactions to enable the transmission 
of useful information within groups.

To a signifi cant extent, science proceeds by explaining wholes in terms of 
component parts and their interactions. But great advances in genetics and 
other disciplines have promoted the illusion that wholes can be explained 
entirely in terms of their parts. Hence, in their work on the emergence of 
culture, Richard Klein and Blake Edgar (2002, 279) propose a “bold new 
theory” that the origin of human culture was the result of “a fortuitous [ge-
netic] mutation that promoted the fully modern brain.” But the notion of a 
lucky genetic leap toward a fully modern brain is insuffi cient to explain the 
evolution of culture.

True enough, there must have been fortuitous genetic mutations en-
abling the development of a greater capacity to form habits. But the context 
is crucial. Habits are effi cacious in social groups because they enable the 
transmission of information that is useful for survival. They perform this 
function in social species only. The “fortuitous” development of relevant 
social structures and interactions is also necessary for the selection of the 
genes that underlie habits. The evolutionary process must work simultane-
ously on multiple levels.

What came fi rst? The answer to this chicken-and-egg problem is that ge-
netic mutations promoting habit formation may have occurred from time to 
time but would have spread among the population only when the relevant 
social structures also began to emerge. Such mutations came fi rst among indi-

viduals but did not become population characteristics until later. And new so-
cial structures were required to render any individual mutations fortuitous.

Generally, the goal of explaining wholes entirely in terms of their parts 
is a mirage. We cannot entirely explain the properties of water in terms of 
those of hydrogen and oxygen, taken separately. Any explanation must take 
into account the structured relations between the atoms in the molecule. 
Similarly, we cannot ever explain social phenomena in terms of the proper-
ties of individuals alone; we also must take account of the structured causal 
interactions between them (Arrow 1994; Bunge 2000; Hodgson 2007c). 
The same goes for genes. The major information transitions in social evo-
lution involve the creation of new social structures and interactions that 
create new contexts for genetic selection. Genetic changes are necessary in 
some cases but generally insuffi cient.



1 9 0  c h a p t e r  e i g h t

8 . 2 .  f r o m  p r e l i n g u i s t i c  t o  l i n g u i s t i c  c u l t u r e

The second major information transition in social evolution involves the 
emergence of linguistic habits, a new kind of generative replicator that en-
abled sophisticated communication and, thereby, gave an enormous boost 
to technological evolution. Linguistic habits are a new kind of generative 
replicator because they store, transmit, and translate information about a 
particular individual’s mental model. They facilitate access to another per-
son’s mental model and build up complex intersubjective understandings 
(Searle 1995; Gifford 1999). In contrast, simpler habits merely involve the 
imitation of behavior.

From a prior state of habit-driven behavior, linguistic habits made it pos-
sible to form and transmit dispositions to engage in useful mental activity 
in response to particular situations. The evolution of linguistic habits fa-
cilitated the coding and transmission of solutions to complicated tasks such 
as the production of tools and buildings. The medium was the evolution of 
language, and the advantage was that it became possible to engage in the 
systematic accumulation of knowledge.

The evolution of language has been called the biggest invention of the 
last 600 million years (Nowak 2006). It is of such enormous signifi cance 
that it has been compared to major evolutionary events like the origin of 
life, the fi rst bacteria, the fi rst higher cells, and the evolution of multicel-
lularity. The continuing linguistic selection processes can easily be observed 
as they shape grammar, vocabulary, and phonetics.

The timing of the evolution of human language is a matter of ongoing 
controversy. Some authors propose a “great leap forward” as recently as 
fi fty thousand years ago (Diamond 1991), and others suggest a more gradual 
accumulation of knowledge, skills, and culture occurring over hundreds of 
thousands of years (Oppenheimer 2004). To some degree, the resolution 
of this dispute hinges on what precisely is meant by language. There are an 
infi nite number of gradations between utterances or speech, such as the 
cries of animals, and language proper. Human language involves shared 
symbolic references, vocabulary, syntax, tenses, and auxiliary verbs. It is 
capable of expressing unfulfi lled desires, future intentions, conditional 
states, and abstract beliefs.

Carliss Baldwin and Kim Clark (2000, 97) infer that, about sixty thou-
sand years ago, in the transition from the Middle to the Upper Paleolithic, 
“tools used by humans improved dramatically, becoming more specialized 
and complex in the process. Components were made out of different mate-
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rials, and were assembled into composite wholes—like a spear with a ser-
rated point and a detachable foreshaft.” Although some simple technologies 
can be replicated by observation, language vastly facilitates the process, es-
pecially as it becomes more complex. These technologies were probably as-
sociated with a specialized division of labor, which would involve a degree 
of social organization and cooperation that is unlikely without language.

As we are here principally concerned with the nature of this transition, 
we do not need yet to take a stand on its timing. We are persuaded by the 
recent evidence of early cultural and decorative artifacts (see below), but we 
leave the experts in the area to resolve the issue. For similar reasons, it is 
not necessary here to take a position on the unresolved question of the ori-
gins of language, about which several theories have been proposed (Dunbar 
1996; Deacon 1997; Christiansen and Kirby 2003).

Darwin (1871, 1:106) referred to the “half-art and half-instinct of lan-
guage.” Because it would be impossible for an infant to learn all the rules 
of a complex language solely by reinforcement learning and cultural trans-
mission, we accept the resurgent view (eclipsed by behaviorist psychology 
for much of the twentieth century) that some very basic linguistic capaci-
ties must be inherited as instincts. But the nature and extent of this in-
stinctive legacy is a matter of current dispute among psychologists (Pinker 
1994; Deacon 1997; Evans and Levinson 2009). And, of course, most lan-
guage acquisition depends on interaction with others in specifi c cultural 
contexts.

Language enables the communication of abstract ideas, including mental 
models about the world. As argued in chapter 6 above, it involves elaborate 
correspondences between mental phenomena and properties of the physi-
cal and social world. The acquisition of language initially establishes triadic 
correspondences of objects, behaviors, and mental models where the latter 
are shared among the members of a society (Tomasello 1999a; Karmiloff 
and Karmiloff-Smith 2001). Mental models enable conscious deliberation 
and manipulation of situations ( Johnson-Laird 1981). As habits, they are 
formed by the repetition of particular associations and patterns of thought. 
When agents experience common external constraints or regularities, they 
may develop similar mental models that will direct conscious deliberation 
toward a particular object in a particular class of situations.

Crucially, through a shared language, one person can access the mental 
model of another. This transmission of mental models is improved by close 
interaction. With gestures or questions, communication is enhanced, er-
rors are corrected, and mutual understandings are established. Habits of 
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thought involving concepts and mental models are the relevant replicators. 
And their replication depends on communication through language. Es-
sentially, a linguistic culture involves the development of an interpersonal 
complex of shared habits of thought.

Like other habits, habits of thought are generative replicators. They also 
involve conditional generative mechanisms. Habits of thought are hosted by 
individuals as interactors. Furthermore, just as the emergence of all habits 
as generative replicators depends on preexisting genes, the emergence of 
habits of thought also depends on other preexisting habits. Without these 
other habits, there would be no basis for the regular gestures and vocaliza-
tions that were involved in the evolution of language.

The coevolution of language and culture led to more highly developed 
notions of self and identity. Humans developed a “theory of mind” in the 
sense of an ability to picture what someone else is thinking or intending 
(Tomasello 1999a). By accessing the thoughts of others, they developed an 
enhanced sense of their own individuality. They could get an idea of the 
intentions of others and compare them with their own. Prefi gurative judg-
ments about appropriate or justifi able behavior became possible. Intersub-
jective communication became the grounding not only of behavioral expec-
tations but also of behavioral norms.

Although there is evidence that primates also have a sense of self and 
an ability to recognize the identity of others belonging to the same species 
(conspecifi c identities), their normative and moral sense is much less well 
developed (Goodall 1986; de Waal 1996, 2006). A major reason for this is 
their lack of a developed language. Richard Joyce (2006) argues that lan-
guage is a prerequisite for the evolution of morality, which is essential for 
the recognition and enforcement of ethical social rules.

A linguistic culture permits the transmission of both technical rules, con-
cerning how to perform or produce something, and moral rules, concerning 
what should be done to conform to some adopted ethical standards. These 
rules, as conditional dispositions, are transmitted through the replication of 
specifi c habits of thought. Institutions are systems of rules, and language it-
self is an institution. Building on language, humans began to develop other 
sophisticated social institutions.

Whatever its more detailed causal explanation, the evolution of language 
and a linguistic culture involved not only the bipedal gait and the vocal or-
gans but also structures of social interaction in which linguistic communi-
cation was effi cacious. Like other major transitions in evolution (Maynard 
Smith and Szathmáry 1995), it was a complex emergent process rather than 



m a j o r  i n f o r m a t i o n  t r a n s i t i o n s  i n  s o c i a l  e v o l u t i o n  1 9 3

unidirectional upward causation. Language, culture, and the human brain 
coevolved (Edelman 1992; Deacon 1997; Thibault 2000).6

Hence, it is a big mistake to explain the emergence of language as a 
monocausal result of a fortuitous genetic mutation. This error is made by 
the evolutionary anthropologists Richard Klein (1999, 18) and Spencer Wells 
(2002). Some writers refer to a “language” gene, known as FOXP2, whose 
appearance seems to date to the Late Pleistocene (Enard et al. 2002). Wells 
(2002, 85) describes an imaginary scenario: one infant acquires such a gene 
through a fortuitous mutation, learns to speak earlier than others, breeds 
more, and leaves more descendants. This is an exclusively bottom-up ex-
planation, ignoring the interactions between genes, language, and culture 
and the fact that language and culture amplify niches for new individual 
capabilities. Without such niches, the evolution of language would be un-
able to take off. The fortuitous genetic mutation would have no selection 
advantage. Some new genes did evolve with the development of language, 
but they required the partial emergence of social structures and interactions 
before they could prosper. Social and genetic changes were both necessary 
and interdependent. It was a coevolutionary process, involving interactions 
between genetic, physiological, and social levels.

8 . 3 .  f r o m  c u l t u r e d  g r o u p s  t o  t r i b a l  c u s t o m s

The third major information transition in social evolution is the emergence 
of interpersonal replicators pertaining to rank and social position. The new 
generative replicator enabled the transfer of social position and, thereby, 
promoted hierarchy and the division of labor in primitive societies. Cus-
toms are a new kind of generative replicator because they store, transmit, 
and translate information about abstract roles and interpersonal relations 
from generation to generation.

From prior habits, tribal customs made it possible to form and stabilize 
social hierarchies. The evolution of tribal customs thereby facilitated the 
coding and transmission of solutions to tasks involving a larger group of 
people. With the evolution of tribal customs, ranks and social positions be-
came more rigid. Rights of access to resources became more differentiated 

6. Regrettably, we do not have the space here to tackle the rapidly expanding literature in 
evolutionary linguistics. But we note briefl y that the evolution of language fi ts into a Darwinian 
framework and, in particular, that the replicator-interactor distinction remains relevant. Habits 
of thought that embody rules of association between words and grammatical rules are linguistic 
replicators. Interactors include individuals (or even groups) with linguistic aptitudes.



1 9 4  c h a p t e r  e i g h t

(Woodburn 1982). Rituals also became much more signifi cant in human in-
teraction and, typically, involved a division of roles (Etkin 1954), thus help-
ing reinforce the social hierarchy. Interpersonal replicators would, thus, 
stimulate the advance of hierarchy and specialization.

Hierarchical societies with differentiated social positions probably out-
competed their less complex rivals for several reasons. The more complex 
division of labor led to enhanced skill formation and greater productivity in 
the provision of food and other basic needs. It also led to more effective war-
rior groups. Rivals could be defeated as long as these advantages were not 
negated by the disadvantages of a more ossifi ed social structure. Some degree 
of hierarchy provided advantages in terms of coordination and cohesion.

Current primate evidence suggests that hierarchy existed among our 
ape-like ancestors. Individual primates recognize their place in the social 
hierarchy and sometimes strive for higher social positions (de Waal 1982; 
Goodall 1986). Male gorillas often fi ght until one emerges triumphant. The 
victorious gorilla attracts a harem of females and drives away other adult 
males. Among chimpanzees, the dominant male displays his strength and 
forces others into submissive postures. He enjoys exclusive access to several 
females. Occasionally, some males join forces to overthrow the dominant 
ape. They then share the sexual and other rewards. Social primates compete 
for power and resources within a social hierarchy.

Defi ned rituals are unique to the human species. Language probably 
emerged in a context of ritual, gesture, and other symbolic communication 
(Deacon 1997). Primitive rituals such as dance and ceremony coevolved 
with the linguistic means of their improved replication. As in other cases, 
elements of the next major information transition were there at the time of 
the preceding evolutionary stage of linguistic evolution. The transitions to 
both linguistic culture and tribal customs were probably very slow, taking 
tens of thousands of years.

Beads used as jewelry from between 70,000 and 120,000 years ago 
have been found in various places throughout Africa and in the Levant (see 
“Beads Confi rm Ancient Jewellry Making” 2007; “Ancient Jewellry Points 
to Early Origins of Language” 2006; and Mayell 2004). Such decorative 
and symbolic artifacts confi rm the existence of a symbolic culture and a 
social structure. They could not exist without tools and, arguably, some 
form of language, which, in turn, were supported by the prior emergence 
of habits of thought and behavior.

Archaeological evidence of ritual is fragmentary and requires careful in-
terpretation (Fogelin 2007). One way of determining the existence of ritual 
is through burials. The Neanderthals buried some of their dead, more than 
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200,000 years ago. Grave offerings among Homo sapiens appear much 
later, about 92,000 years ago in the Levant. About 30,000 years ago, buri-
als with grave goods became more common in Europe.

Whenever and however they emerged, prehistoric social cultures with 
hierarchy, social positions, rituals, and a division of labor can be imagined. 
Language would serve to codify and reinforce these social formations, 
which we describe as tribes.

In part, interactions between individuals would be framed in terms of 
customs or rituals and depend on specifi c social positions. These customs 
would serve all sorts of functions, from reinforcing social hierarchies to 
orchestrating productive activity. Customs become a form of organizational 
knowledge, allowing individuals to understand many details, including the 
roles they must perform, but no one individual might fully understand the 
function of the custom itself.

Customs depend on a structured group of individuals, each with habits 
of a particular kind, many of which triggered through procedural memory 
(Cohen and Bacdayan 1994). Behavioral cues offered by some trigger spe-
cifi c habits in others. Many of these conditional behaviors relate to social 
positions. Various individual habits sustain each other in an interlocking 
structure of reciprocating individual behaviors. Together, these behaviors 
take on collective qualities associated with groups.

The tribe provides a structured social and physical environment for 
each individual, including rules and norms of behavior. This environment 
is made up of the other individuals, the relations between them, and the 
technological and physical artifacts that they may use in their interactions. 
This social and physical environment enables, stimulates, and channels in-
dividual activities, which, in turn, can help trigger the behavior of others, 
produce or modify some artifacts, and help change or replicate parts of 
this social and physical environment. Partly because of procedural memory, 
tribes can have important additional properties and capacities that are not 
possessed by individuals, taken severally.

Customs are not behavior; they are stored behavioral capacities or capa-
bilities. These capacities involve knowledge and memory. They entail or-
ganizational structures, social positions, and individual habits that, when 
triggered, lead to sequential behaviors. Customs generally rely on tacit as 
well as explicit knowledge, and this fact is clearly relevant for understand-
ing their replication.

In chapter 6, we argued that routines are generative replicators. Cus-

tom is a more inclusive term, and similar arguments establish customs as 
generative replicators. Customs satisfy all four conditions for a generative 
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replicator. They involve conditional generative mechanisms that are energized 
conditionally on the receipt of external signals and play a role in the de-
velopment of the tribe. When a custom is copied within or between tribes, 
the copy is similar to the original with respect to the social structures and 
individual habits involved. Some kind of information is transferred in the 
process.

The host interactor for a custom could be any relevant organization, in-
cluding a family or a tribe. Given that a family is itself an organization but 
also part of the bigger organization of the tribe, there is the possibility that 
customs as replicators relate to interactors at multiple levels.

As with previous major information transitions in social evolution, the 
new replicators depend on lower-level replicators to function. Customs re-
quire a host of genetically primed capabilities, including language acquisi-
tion, habit acquisition, and procedural memory. They also depend on habits 
of body and thought. Each new level of replication builds and functions on 
lower levels.

Custom remains enormously signifi cant and can be extraordinarily per-
sistent, even in modern societies. Like language, it survives and prospers 
after later transitions. Some studies have revealed the striking transmis-
sion through the generations of virtually unchanging role structures and 
behavioral dispositions. Emmanuel Todd (1985, 1987) shows that different, 
largely unwritten family structures and property inheritance patterns per-
sist in different parts of the world. David Hackett Fischer (1989) argues that 
U.S. regional differences in family structure, gender relations, community 
attitudes, and propensities to violence emanate from different phases of mi-
gration from the seventeenth century to the nineteenth from contrasting 
cultures in different regions of Britain. In line with this, Richard E. Nis-
bett and Dov Cohen (1996) provide remarkable experimental evidence of 
the survival of a “culture of honor” in the U.S. South. Sonya Salamon and 
Jack Temple Kirby (1992) show that very different cultural patterns of farm 
management, land tenure, and inheritance survive among Illinois farming 
communities, depending whether they are of German or British Protestant 
descent. Differential cultural transmission can persist for centuries and re-
main highly signifi cant even after globalization and mass media.

8 . 4 .  t h e  e m e r g e n c e  o f  e x o s o m a t i c 

a n d  s y m b o l i c  s y s t e m s

After the emergence of more complex social structures and a fi ner division 
of labor, it becomes possible to develop systems of information storage that 
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survive individual memories. The fourth major information transition in 
social evolution is the emergence of symbolic systems. The most important 
technological innovation in this context is writing, which is a form of exoso-

matic memory, to use Alfred Lotka’s (1945) term.
New technologies play a role in social evolution that can be likened to 

that of enzymes. They are catalysts of social replication, but they are not 
replicators in their own right. For example, the written record is not itself a 
replicator. It is the actual social mechanisms stimulated by writing systems 
that qualify as new generative replicators. These new replicators transcend 
custom and culture because they allow reliable storage of much more com-
plex information about social interaction. This paved the way for the repli-
cation of social structures that were much more complex than customs.

Exosomatic and symbolic systems are a tremendous leap forward be-
cause they mean that information can be stored and transmitted beyond 
the life of an individual. Previously, all information transmission required 
the presence of a person who knew the information. The replication of 
information depended precariously on direct and immediate contact with 
knowledgeable individuals. By contrast, exosomatic and symbolic systems 
provide access to information without the originator being present or even 
alive.

The fi rst exosomatic systems involved tools and artifacts. Following the 
creation of tools from bone or stone, other humans might come across these 
objects in the absence of their creators and infer from their context the 
purpose and manner of their use. In part, knowledge would be transmit-
ted exosomatically. Accordingly, the fi rst limited exosomatic information 
system emerged tens of thousands of years ago with the development of 
commonplace tools. It has also been argued that cave paintings and stone 
monuments are also important means of storing important functional infor-
mation concerning hunting, agriculture, and the seasons.

But there are limits to these early exosomatic systems. Cave paintings 
are often diffi cult to interpret. Duplication of a tool or artifact requires tacit 
skills that are acquired by imitation over long periods of time. The pur-
pose and correct use of any tool are infrequently obvious without practical 
demonstration.

Exosomatic replication could not take off until there was some symbolic 
representation of key bits of information. Consequently, the largest exoso-
matic leap is the emergence of symbols and writing, which mostly depend 
on the existence of a language. Even then, much technology remains dif-
fi cult to learn and copy without face-to-face interaction. Writing found its 
early uses in recordkeeping and the codifi cation of laws.
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Writing was invented independently in Mesopotamia, China, and Me-
soamerica. Some scholars argue that it was also invented in Egypt and the 
Indus independently of Mesopotamia (Senner 1991). Because of the need 
for codifi ed records and laws, writing often appears when societies are in 
their early stages of civilization. But this outcome is not automatic. Andean 
civilizations such as the Incan did not have conventional systems of writing, 
but they did use tallies and symbols. By contrast, runic and oghamic scripts 
were used in parts of Northern Europe many centuries before the local de-
velopment of bureaucratic states.

Writing as an exosomatic and symbolic system provided a new means of 
storing and replicating information. But the information in writing cannot 
be extracted and used without a trained reader. Writing systems are not 
purely exosomatic because they also depend on the minds of individuals. 
Instead, they are extensions of human minds, explicable in terms of the 
“situated” cognition emphasized by modern psychology. Instead of assum-
ing that individuals proceed largely by building representative models of 
their world in their brains, psychologists now argue that human cognition 
depends on its social and material environment and the cues provided by 
structured interactions with individuals and artifacts. Human cognitive ca-
pacities are, thus, irreducible to individuals alone; they also depend on so-
cial structures and material cues (see Blumer 1969; Rogoff and Lave 1984; 
Suchman 1987; Lave 1988; Brown and Duguid 1991; Donald 1991; Lave and 
Wenger 1991; Hutchins 1995; Hendriks-Jansen 1996; Clark 1997a, 1997b; 
Wenger 1998; Nooteboom 2000; Keijzer 2001; Lorenz 2001; Nelson and 
Nelson 2002).

Writing is a major leap beyond forms of replication confi ned to imita-
tion or spoken language. The extended nature of this new replicator is an 
expression of a fundamental feature of all human cognition. The written 
record is not itself a replicator: it is an exosomatic feature of a social and 
cognitive system involving habits and rules. This system is different from 
mere custom and culture because of the emergence of the exosomatic and 
symbolic element.

The actual social mechanisms stimulated by writing systems qualify as 
generative replicators. Their hosting interactors are the social organiza-
tions (tribes or states) that use them. Writing systems involve conditional 
generative mechanisms that are energized according to habits or rules as 
individuals use or augment the written record. When habits or rules are 
promulgated by means of writing, then the copied habit or rule is similar 
to the original.
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The extended reliance on exosomatic cues and symbolic representations 
constitutes a major information transition in social evolution. But we have 
noted that this transition has a long, gradual, and partial takeoff with the 
development of exosomatic artifacts prior to writing. The full force of this 
transition arrives with the development of written records. Historically, its 
consummation has been associated with the development of civilizations. 
These ancient states also provide the context for the fi fth major information 
transition—the emergence of judicial law—for which writing is generally a 
major precondition.

8 . 5 .  t h e  e m e r g e n c e  o f  j u d i c i a l  l aw

The fi fth major information transition in social evolution is the emergence 
of a new kind of generative replicator that is extended to entail, not only 
mental habits and written records, but also the organized legal system and 
the written codifi cation of much law. Prior transitions in social evolution 
produced instincts, habits, and customs that dispose us to acquiesce to what 
we perceive as legitimate legal authority. The threat of punishment is also 
important, but our ingrained dispositions to obey authority, as well as our 
acquired and enhanced feelings of morality and justice (Darwin 1871; de 
Waal 2006; Robinson, Kurzban, and Jones 2007), are vital in effective legal 
systems.

Obedience to developed legal authority leads us to follow recorded rules 
that are not necessarily ingrained in our habits. The fourth transition re-
quires the written record as a medium and storage system for effective so-
cial rules. This enabled an enormous increase in reliable storage and trans-
fer of information pertaining to social interaction.

But law is more than codifi ed custom. A key feature of law as distinct 
from custom is an institutionalized judiciary. This degree of role specializa-
tion required the emergence of large, sedentary social formations with a 
complex division of labor. Sedentism is regarded as a precondition for the 
emergence of states. Circumstances must have emerged that not only per-
mitted a sedentary population but also imposed disincentives or constraints 
on renewed mobility.

About fourteen thousand years ago, the Natufi ans established in the Le-
vant the fi rst ever permanent settlements with a stratifi ed social order, even 
before the introduction of agriculture (Bar-Yosef 1998, 2001). Later civiliza-
tions in Egypt, Sumer, and elsewhere relied heavily on agricultural produc-
tion. But the precise dating and detailed analysis of the origins of states in 
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antiquity need not concern us here (Carneiro 1970; Runciman 1982, 2001, 
2005; Yoffee 2005). Once sedentism was established, the division of labor 
helped the further accumulation of wealth in one location and bolstered a 
greatly enhanced stratifi cation of society. Trained armies became possible, 
and emergent states could resist or subdue less-developed tribal adversaries 
(Diamond 1997). With the emergence of the state came the transition from 
tribal custom to complex social hierarchies with specialized roles as well as 
written records.7

In proposing the change from tribal custom to legal systems as a ma-
jor information transition in social evolution, our argument differs sharply 
from prior views that see law as reducible to custom.8 Our view is that 
legal systems have properties exceeding encoded behavioral conventions. 
We acknowledge that written law in some cases encodes conventions that 
arise as robust Nash equilibria to coordination games. With some rules or 
laws, we have strong incentives to follow reigning conventions, whatever 
our marginal preferences. We willingly drive on the same side of the road 
as others and follow shared rules of linguistic communication. But these 
“coordination games” or “self-enforcing” institutions do not represent all 
cases (Vanberg 1994b; Schultz 2001; Hodgson 2003a), and we must explain 
enforcement in the many other instances where incentives for conformism 
are less apparent.

To help understand why people follow rules, we must delve into psychol-
ogy (Engel 2008). The mere codifi cation, legislation, or proclamation of a 
rule is insuffi cient. It might simply be ignored, just as drivers today break 
speed limits on roads. Clearly, the psychological mechanisms of conform-
ism or imitation discussed above account for much rule enforcement. But, 
in a complex society, imitation is insuffi cient to establish general compli-
ance with the law. Once a legal system emerges with a minimal degree of 
complexity, then neither imitation, habit, nor instinct can be relied on to 
explain fully the enforcement of laws. Law cannot be reduced to custom 

7. Ancient civilizations differed in their degrees of hierarchy and centralization. Among the 
least centralized was the Harappan civilization (2600–1900 BCE) of the Indus Valley (Maisels 
1999).

8. Writers in this tradition include David Hume, Edmund Burke, Friedrich C. von Savigny, 
Henry S. Maine, James C. Carter, Friedrich A. Hayek, and Robert Sugden. Carter (1907, 173)—
a resolute defender of common law and a president of the American Bar Association—wrote: 
“Law . . . is custom, and like custom, self-existing and irrepealable.” Hayek (1973, 72) insisted 
that law “is older than legislation” and that “in the sense of enforced rules of conduct [it] is un-
doubtedly coeval with society.” For Robert Sugden (1986, 5), legal codes “merely formalize . . . 
conventions of behavior.”
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because it is a complex system of written law with sophisticated juridical 
institutions.

In a complex legal system, it would be absurd to suggest that most people 
follow a particular law principally because they have a habit or other dis-
position to conform to that law. The number of laws becomes too great for 
a population to ground most of them on habit. Many laws are unknown, 
obscure, or diffi cult to understand. While imitating others can help explain 
conformity to some laws, it cannot explain adherence to a law when the 
relevant behavior of others is unobserved. Laws cannot generally become 
translated into habitual dispositions. Some other reason must be found to 
explain why laws are enforced. Habit and imitation are insuffi cient to carry 
the burdens of legislation and enforcement.

We have discussed the evidence for inherited dispositions to punish those 
who break the rules or fail to enforce them. When culture developed, it en-
hanced, refi ned, or diverted these emotionally charged instincts through the 
learning and imitation of habits of censoriousness or disapproval (Boyd and 
Richerson 1992; Runciman 2005). Expressions of inherited instincts for the 
punishment of social transgressors are molded by culture.

But reliance on punishment instincts would mean people taking the law 
into their own hands and some defi ance of judicial authorities. A problem 
concerning the evolution of law is to explain how culture could suppress 
the emotions and behaviors triggered by these instincts to the extent that 
the punishment of rule breakers is regulated by the institutionalized en-
forcement of abstract legal principles rather than freelance outpourings of 
visceral emotions. Specifi c cultural mechanisms of control must evolve to 
contain such punishment instincts and also bestow some survival value for 
the group.

A system of law removes the right to punish from unauthorized indi-
viduals; it makes punishment a legitimized monopoly of the judiciary. This 
implies the establishment of judicial institutions and strong mechanisms to 
suppress dispositions to punish among the ordinary population. Law is not 
a system of reciprocal individual punishment. The qualitative change from 
custom to law entails a more complex and stratifi ed society with developed 
judicial institutions.

Unlike dispositions to punish those who break social rules, instincts to 
obey authority—which have likewise evolved over millions of years—do 
not have to be restrained for modern political and legal systems to function. 
Instead, they must be channeled and energized by cultural cues.

Complexity and stratifi cation are linked with the transition from groups 
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and tribes to larger-scale societies with a greater division of labor. In societ-
ies where interaction is on a small and personal level, customs and norms 
may suffi ce to maintain order and cooperation. Larger, more complex and 
stratifi ed societies make interaction more impersonal and enhance the pos-
sibilities of internal confl ict (Ostrom 1990; North 2005). Particular institu-
tions are required to deal with this problem.

Developed juridical and other institutions contain social positions that 
might in principle be occupied by alternative individuals (Runciman 2001). 
A judge, lawyer, clerk, or jailor occupying such a social position within a 
juridical system acquires additional powers associated with that role. Such 
sophisticated institutions involve “information encoded in rules governing 
the reciprocal behavior of interacting pairs of institutional role incumbents 
independently of their personal beliefs or values” (Runciman 2005, 138).

This is not to undermine the role of custom in the evolution and mainte-
nance of any system of law. Instead, it is to expose serious weaknesses in the 
identifi cation of law with custom and to emphasize the crucial transition 
from customary adjudication to a complex legal system with institutional 
roles embedded in the state.

A precondition for this transition was the use of a sophisticated lan-
guage involving abstract referents and complex conditional formulations. 
Furthermore, behavioral imitation and verbal communication could not 
cope with this complex transition, and the use of some form or writing 
or record became necessary, rather than merely convenient. Disputes had 
to be judged and proportional punishments administered with procedures 
involving codifi able, abstract rules. Legal processes involve the description 
and identifi cation of abstract social positions or roles independently of the 
personal characteristics of their occupants.

Emotionally charged punishment instincts go back millions of years to 
our ape-like ancestors. By contrast, states and civilizations involving judi-
cial systems have been in existence for no more than ten thousand years. 
Culture had a lot of work to do in a short time to suppress and divert all 
rudimentary punitive emotions into legal channels. This achievement re-
quired strong institutional enforcements and supports.

An additional psychological mechanism that has also evolved over mil-
lions of years acquired an enhanced role in the context of states and laws. 
This mechanism has instinctive and cultural components: it is the propen-
sity to defer to authority. In the famous experiments on obedience con-
ducted by Stanley Milgram (1974), members of the public were recruited to 
help in a laboratory experiment ostensibly about learning. To punish wrong 
answers to questions, a “scientist” asked the recruits to administer electric 
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shocks to a subject. Milgram found that a majority of adults would adminis-
ter shocks that were apparently painful, dangerous, or even fatal if ordered 
to do so by the person in authority. In fact, there were no shocks, and the 
subject was an actor, feigning agony or even death. This experiment shows 
that people can willingly accept the orders of perceived authority fi gures 
even when their own moral feelings are violated. Particular institutional 
contexts, procedures, and surroundings can engender an “agentic state” in 
which people obey the commands of what they perceive to be legitimate 
authority.

Milgram (1974, 124–25, 131) argues that our capacities to behave in this 
way emanate from the evolutionary survival advantages of cohesive social 
groups. He proposes that the human species has evolved an inherited, in-
stinctive propensity for obedience that is framed and triggered by specifi c 
social circumstances. Conditional dispositions to accept authority, notwith-
standing challenges and rebellions to the contrary, have evolved in order to 
enhance the chances of survival of both the individual and the group.9

Such inherited propensities are overlaid by culturally acquired proclivi-
ties. From the moment of our birth, we learn to accept the authority of our 
parents. Instinctive triggers are likely to be relatively primitive, and defer-
ence to authority will rely heavily on nuanced habits of recognition and 
obeisance largely acquired during childhood.

These habits involve dispositions to interpret specifi c aspects of bodily 
deportment, interpersonal interaction, ceremony, clothing, decoration, 
symbolism, and so on as markers of social authority and power, depending 
on the cultural context. Once such authority is recognized and accepted as 
appropriate in the context, then additional habits trigger obeisance. Habits 
of obeisance are general, rule-like dispositions to accept and follow regula-
tions imposed by those in authority. They have a second-order character; 
they are rules to recognize and follow other (possibly unknown) existing or 
future rules.

Habits of obeisance may come into confl ict with other norms and dis-
positions, such as moral sentiments for fairness or equity. As the Milgram 
experiments illustrate, the powers of authority and obeisance may lead us 
to do things that we would otherwise regard as wrong.

The existence and functioning of complex state machines depend on the 

9. Perhaps because of the challenge in Milgram’s work to conventional ideas of the autono-
mous individual, these striking experiments have had less impact on the social sciences than one 
might expect. Relatively rare exceptions include Akerlof (1991), who emphasizes their challenge 
to mainstream assumptions in economics.
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creation of these habits of obeisance. In specifi c institutional and cultural 
circumstances, often involving the symbols and uniforms of state or legal 
power, we are disposed to accept and obey authority. The emergence of 
policing and military institutions reinforced tendencies to obey powers of 
authority and, thus, served to legitimize law. Religious beliefs and institu-
tions have also played a major part in the legitimation of law. This was rec-
ognized by leading nineteenth-century authors (Maine 1861; Fustel De Cou-
langes 1980), but they confused the legitimation of law with its origins.10 
Mixtures of nationalism and democratic involvement also help legitimate 
modern legal systems.11

Effective systems of authority do not require that habits of obeisance are 
uniform or universal. Their prevalence among a critical mass of individuals 
of intermediate or higher social status is necessary. Then habits of conform-
ism and emulation can ensure more widespread deference and consent to 
authority. Conformism, while culturally transmitted, may also rely on an 
inherited instinctive grounding (Veblen 1899; Boyd and Richerson 1985; 
Henrich and Boyd 2001; Richerson and Boyd 2004). But note that conform-
ist habits are different from habits of obeisance because the latter means the 
acceptance of authority rather than the imitation of others. Furthermore, 
conformist habits emerge in the early stages of cultural transmission, long 
before the evolution of states and other complex organizations. By contrast, 
habits of obeisance begin to play a greatly enhanced and critical auxiliary 
role with the emergence of states, including complex and highly stratifi ed 
systems of power and authority.12

Crucially, the creation of a legal system means that there is an overarch-
ing system of rule enforcement that guides the operation of other institu-
tions or systems or rules and interacts with custom. States with legal institu-
tions provide a framework within which customs and other organizations 
operate. The state and the judiciary are higher-level interactors, containing 

10. However, unlike Western law, Islamic law retains a strong textual and institutional founda-
tion in religion. Its replicator dynamics follow a different pattern.

11. Tyler’s (1990) evidence suggests that, the more people regard themselves as part of the 
process of law formation, the more likely they are to accept legal rulings, even if they disagree in 
particular cases.

12. None of this suggests that the power of authority is absolute. Systems of power rely on a 
ramshackle ensemble of different habits and instincts tangled among many varied individuals. 
Variation is essential to the Darwinian evolutionary approach on which this argument depends. 
Some respect authority more than others. Furthermore, habits of obeisance and conformism can 
work among dissident groups or organizations, potentially undermining popular support for the 
existing regime. No social power is invincible.
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further nested organizational interactors and social replicators on multiple 
levels. Selection operates on interactors below the state itself through com-
petition for resources or power or the decisions of the courts (Commons 
1924). Selection operates on states through military or economic competi-
tion with other states.

States and legal systems are new interactors at a higher level than tribal 
organization. To understand the new replicators involved, we must con-
sider the structure of habits of obeisance. Simple habits are of the form 
“with sensory input X we are disposed to give response Y.” Habits of obei-
sance are more complex, involving the recognition of an authoritative indi-
vidual or institution W. We follow a codifi ed legal rule—“if X, then Y”—not 
necessarily because of any ingrained disposition to do so but often because 
of a disposition to obey authority. Obedience to authority leads us to fol-
low rules that lie in some venerated written record, rather than our habits. 
These rules require habits of thought for their implementation, but they 
are not necessarily habits of thought themselves.13 Rather than simply “if 
X, then we are disposed to Y,” the pattern is “if recognition of W, then (if X, 
then Y),” where “if X, then Y” is on the written record. This is the structure 
of the replicators of legal power. The replicator is extended to entail, not 
only habits, but also the legal system and the written codifi cation of law.

These extensions entail institutionalized mechanisms to guide and refi ne 
the law along channels prescribed by the legislature and deal with misappli-
cations and misunderstandings. Some fi delity of legal replication is main-
tained by these mechanisms of codifi cation, scrutiny, and clarifi cation.

Laws are replicated when they are copied from one state to another, 
either by agreement or by coercion. Both the original law and its copy em-
body a conditional generative mechanism. Each law is energized conditionally 
on the receipt of environmental signals and plays a constructive role in the 
development of the interactor, that is, the organization of the state. Further-
more, the law in one national state causes similar behavioral capacities in the 
other, at least in the sense that the copy depends on the source and leads to 
similar codifi cations being acquired. The acquired law is similar to the fi rst 
with respect to the behavior it might promote under specifi c conditions.

Several social scientists and historians attest to the difference between 
law and custom and the crucial transformation involved in the emergence 
of judicial systems. For example, the institutional economist John R. Com-

13. This point was overlooked by Veblen (1919) in his frequent claim that institutions amount 
to habits of thought. Previously, we have made the same mistake ourselves.
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mons (1925, 687) was clear that, even though common law relies on custom, 
it is more than custom and develops through dispute:

It is out of these customs that the common law arises. But we do not reach the 
need of a common law until disputes arise which must be decided promptly in 
order to keep the association, or community, or nation, in a peaceable frame of 
coöperation. In this sense, there is a common law that arises in all private as-
sociations without any intervention of the State. . . . The peculiar common law 
of the State comes in only when a decision is made by a court which directs the 
use or the collective physical violence of the community.

The infl uential anthropologist Arthur Radcliffe-Brown (1933, 205) made 
an important distinction between the existence of an “organized system of 
justice”—as found in many tribal societies—and a system of law. The for-
mer may lack a “juridical authority,” which is a necessary condition for the 
latter: “An important step is taken toward the formation of a legal system 
where there are recognized arbitrators or judges who hear evidence, decide 
upon responsibility and assess damages; only the existence of some author-
ity with power to enforce the judgments delivered by the judges is then 
lacking.” Also running against the identifi cation of law with custom, some 
neglected legal historians stress that the essence of law resides in its tran-

scendence of custom, particularly at a stage when breaches of customary con-
ventions arise (Diamond 1935; Seagle 1941; Redfi eld 1950, 1957). According 
to the evidence, disputes over violations of custom in large part gave rise to 
protolegal actions and institutions. Far from being reduced to custom, the 
emergence of law also involves the emergence of the state and a legal appa-
ratus. Seagle (1941, 35) writes: “It is in the process of retaliation that custom 
is shaped into law. Breach is the mother of law as necessity is the mother of 
invention. . . . [L]aw deals with the abnormal rather than the normal. . . . 
Only confusion can result from treating law and custom as interchangeable 
phenomena. If custom is in the truest sense of the terms spontaneous and 
automatic, law is the product of organized force.”

According to Seagle (1941, 62): “The origin of the state was bound up 
with some form of social stratifi cation. . . . The chief point of dispute is 
really whether social stratifi cation resulted from external causes such as 
conquest . . . or from internal causes [such as] the division of labour, the 
accumulation of agricultural surpluses, or the exploitation of superior abil-
ity as well as superstition.” Law requires the existence of a state, and the 
state itself arises when society becomes complex, divided and hierarchical. 
In emphasizing the state, the role of custom is not denied. Customary social 
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rules were often transformed into laws by the state apparatus. As Seagle 
(1941, 69) explains: “The custom had to be declared to be law by a judge-
ment in order to receive the necessary étatistic stamp. . . . It is in this sense 
that there is no law until there are courts.” Later, Robert Redfi eld (1950, 
581) similarly argued that custom differs from law: “Custom is understood 
to exist whenever the members of a primitive group expect one another to 
follow one line of conduct rather than another in circumstances that more 
or less repeat themselves, and when on the whole they do follow that line.” 
By contrast, law is associated with the potential use of force purportedly 
“on behalf of the whole group.” The “beginning of law and the beginnings 
of the state are thus closely associated.”

E. Allan Farnsworth (1969) dissects in detail the requirements of a system 
of contract wherein an agreement between two parties becomes enforceable 
in law. Today, we take this for granted, but, on refl ection, the automatic in-
vestment of pledges with legal enforceability is an extraordinary outcome, 
unlikely to evolve spontaneously from custom. Farnsworth argues that the 
legal basis of contract emerged in ancient Rome: “The notion that a promise 
itself gives rise to a duty was an achievement of Roman law. It came, how-
ever, through the development of a series of exceptions rather than through 
the establishment of a general principle of the enforceability of promises” 
(588). Again, this undermines the view that law is a simple extension of cus-
tom and points to the role of disputes in the evolution of rules of contract 
and to the judicial functions of the state.

The distinction between common law and civil law is important in the 
modern context but does not undermine the historical case. Common law 
evolves by the accumulation and modifi cation of the decisions of judges. 
Nevertheless, the existence of a judiciary implies the existence of discern-
ible and robust legal institutions that transcend arrangements based on 
popular custom. Indeed, systems of common and civil law both rely heav-
ily on elements—including contract law—derived from the legal system of 
ancient Rome. As Seagle (1941, 153–60) argues, the distinction between the 
two systems is not as severe as some enthusiasts propose. Common law also 
depends on the machinery of the state.14

Crucially, the creation of a legal system means that there is an overarching 

14. Commons, Diamond, Seagle, Redfi eld, and Radcliffe-Brown implied that societies without 
states did not have systems of law proper. This proposition was regarded by many as an ethno-
centric prejudice, and it is a possible reason why their views of became unpopular after the 1950s. 
Cultural relativism became fashionable, no society being regarded as superior to another.
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system of rule enforcement that guides the operation of other institutions or 
systems or rules and interacts with custom. States became huge social inter-
actors whose properties are, in crucial aspects, defi ned by their component 
replicators: the legal system and the written codifi cation of law.

8 . 6 .  t h e  i n s t i t u t i o n a l i z a t i o n  o f 

s c i e n c e  a n d  t e c h n o l o g y

The sixth major information transition in social evolution came with the in-
stitutionalization of science and technology. Here, a new kind of generative 
replicator emerged. Its rule structure is similar to the extended replicator 
encoded in legal systems. But its rules are grounded on causal relations in 
the physical or social world. Even the most well-established judicial laws 
are arbitrary, and their verifi cation can change with circumstance. By con-
trast, institutionalized science and technology involve guided interactions 
with nature that result in discoveries of underlying, nonarbitrary, causal 
principles.

Note that we are not referring to the emergence of technology as such. 
We observed above that quite sophisticated technology has been around for 
tens of thousands of years (Baldwin and Clark 2000, 97). The sixth—and 
much later—major information transition considered here is the emergence 
of an institutionalized social system that embodies habits and routines of 
scientifi c inquiry and technological innovation and not merely the ritualis-
tic replication of existing ideas and techniques.

The modern scientifi c and technological revolution followed the estab-
lishment of science and technology within organized bodies of systematic 
and codifi ed knowledge. As expressions of this process, the Royal Soci-
ety of London for the Improvement of Natural Knowledge was formed in 
1662, and the Académie de science was formed in 1666 in France. By the 
twentieth century, the institutions of science and technology had become 
extensive and complex, entwining universities, corporations, and states 
on a global scale (Lundvall 1992; Nelson 1993). These became “epistemic 
communities” and “machineries of knowing,” to use the phrases of Peter 
M. Haas (1992) and Karin Knorr-Cetina (1981, 5). There is an enormous 
additional literature on the institutionalization and professionalization of 
science and technology, and we cannot go into details (Hull 1988; Mokyr 
1990a, 2003; Huff 1993; Kitcher 1993; Bowler and Morus 2005; Lipsey, 
Carlaw, and Bekar 2005).

Critiques of the alleged verifi catory, progressive, and cumulative nature 
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of science have become fashionable after the downfall of positivism in the 
latter part of the twentieth century and our entry into the era of so-called 
postmodernism. We recognize that attempts by philosophers to elucidate 
the method of science in terms of clear rules for the forming and testing of 
hypotheses have failed. There is no consensus on what the scientifi c method 
is. But, whatever its procedures, the achievements of the modern scientifi c 
and technological revolution are manifest. Consider the following facts:

Between 1800 and 2000, life expectancy at birth rose from about thirty 
years to a global average of sixty-seven years and to more than seventy-
fi ve years in several developed countries (Lancaster 1990; Riley 2001; 
Fogel 2004). In part, this dramatic change in longevity followed the de-
velopment of cures for several major diseases. It meant a huge (albeit 
very uneven) revolution in health and well-being.
In 1620, the Mayfl ower took sixty-six days to cross the Atlantic. By 1833, 
with the development of steamships, the Atlantic crossing had been re-
duced to twenty-two days (Geels 2002). This was then the minimum 
time for any form of transatlantic communication. Today, a scheduled 
aircraft fl ies from London to New York in under eight hours.
The laying of the fi rst intercontinental telegraphic cable in 1866 meant 
that transatlantic messages took seconds rather than weeks. By 1907, 
the development of radio made intercontinental communication nearly 
instantaneous.
In the nineteenth century, it would take one person several days to cal-
culate a typical ballistic trajectory. Hand calculators developed in the 
early twentieth century reduced this time to twenty hours. In 1927, the 
Bush Differential Analyzer at the Massachusetts Institute of Technology 
took fi fteen minutes. In 1946, the ENIAC computer at the University of 
Pennsylvania accomplished this task in thirty seconds. Today, electronic 
computers take a fraction of a second.
In 1800, artillery would take several hours to reduce a large stone build-
ing to rubble. In 1945, the cities of Hiroshima and Nagasaki were almost 
completely destroyed in seconds by two atomic bombs.

For good or ill, these revolutionary developments are due to the evolution 
of an institutionalized system of science and technology. Given these tan-
gible achievements, any attempt to reduce the stature of modern science to 
that of myth or witchcraft must be rejected (Parsons 2003).

Institutionalized science/technology becomes a new generative replica-

•

•

•

•

•
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tor in part because experimental results—determined by natural laws and 
other regularities— can be checked by the professional scientifi c commu-
nity.15 With the advance of science, the laws of nature became common 
reference points across time and social context. In adding the impersonal 
scientifi c experiment, the sixth major information transition built on prior 
advances in social evolution. This led to an enormous gain in reliable stor-
age and transfer of information pertaining to social interaction.

It may be objected that experimental verifi cation falls foul of the prob-
lem that all observation is theory laden and, therefore, that no theory-free 
empirical foundation is possible. Philip Kitcher (1993) circumvents such ar-
guments by emphasizing that science is a process involving a trained com-
munity of diverse and interacting investigators. The institutionalization 
of science and technology created organizational machines of discovery 
and application, notwithstanding the theory-bound nature of observation. 
Against postmodernist fashion, Kitcher (1993) offers a powerful defense of 
the notion that science does indeed, in a progressive and cumulative man-
ner, discover signifi cant truths about nature and that this ongoing practi-
cal process is embodied in an organized social system of skilled scientists. 
Scientifi c inquiry is not a solitary encounter with nature: it involves critical 
and ongoing conversations with peers. Thus, the relevant epistemology for 
modern science is social rather than individual. Groups of individuals, op-
erating according to various rules for modifying their individual procedures 
of inquiry, succeed through their critical interactions in generating a pro-
gressive sequence of consensus practices.

Economic and other historians working in this area generally agree that 
the institutionalization of science and technology depended on other spe-
cifi c institutional developments. Property rights had to be suffi ciently well 
established to provide suffi cient incentives for the necessary investment of 
time and resources. The political system had to be suffi ciently polycentric 
to allow freedom of scientifi c inquiry without destructive interference by 
political or religious authorities. Providing incentives for research and in-
novation, Western countries developed patent laws. Relatively autonomous 
institutions such as universities and business corporations permitted inde-
pendent inquiry and investment. Obversely, some authors have argued that 

15. See, e.g., Johnson’s (2008) fascinating account of ten of the most infl uential scientifi c ex-
periments, beginning with Galileo’s demonstration that light objects fall as fast as heavier objects. 
The institutionalization of procedures of replication and verifi cation has led some leading authors 
to describe the scientifi c system as “self-correcting” (Kaufmann 1941; Schutz 1954; Bunge 1961).
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the absence of such institutional autonomy was a crucial reason for the 
failure of Islamic and imperial Chinese science to become a powerhouse of 
economic growth (Huff 1993; Lipsey, Carlaw, and Bekar 2005). It was the 
explosive combination of a capitalist economy, a relatively pluralist polity, 
and institutionalized science and technology that led to the economic take-
off of the West from the eighteenth century.

Scientifi c knowledge is partly built up in a codifi ed form; it is open to 
development, scrutiny, and criticism. Scientists and engineers access this 
knowledge when inclined or required, and it would be impossible for any 
individual to have an acquaintance with anything more than a small part 
of this codifi ed material. As with law, it is impossible for an individual to 
know or understand everything. The system is institutionalized so that the 
synergetic cooperation of different specialists is possible.

For science and technology to be institutionalized, habits of rational in-
quiry had to be adopted by a community of scientists and engineers. Scien-
tifi c and technological institutions embody habits and routines. Particular 
habits of thought had to be inculcated. These included beliefs in the aim 
of science to investigate and understand the real world as well as particu-
lar procedures of inquiry, scrutiny, and debate. Instead of religious dogma, 
much more weight had to be given to evidence and experiment.

Habits and routines are generative replicators associated with earlier 
transitions, so in what sense does the institutionalization of scientifi c or 
technological knowledge mean the emergence of new replicators? Such 
knowledge does not exist in discrete elements. It is embodied in individual 
habits, in habits to access and understand codifi ed knowledge, in tacit in-
tuitions, and in relations between individuals that enable common under-
standings. It has individual, social, tacit, and codifi ed dimensions. Scientifi c 
and technological cognitions are again situated or embodied, but in a par-
ticular context that enables testing, experiment, and critical scrutiny.

Where law is partly enforced by widespread dispositions to acknowledge 
and obey authority, science and technology proceed by instilling particular 
cultural norms concerning scientifi c and technological endeavor among a 
subset of the population. Through habituation and the use of codifi ed mate-
rial, the institutionalization of science and technology impels inquiry and 
creativity.

We noted that judicial law was built on the structure “if recognition of 
W, then (if X, then Y ),” where W is a legitimate authoritative individual or 
institution and “if X, then Y” is a legal rule. The structure of scientifi c or 
technological replicators is similar, but, in this case, W typically represents 
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an accredited scientifi c or technological source for our authority. And the “if 
X, then Y” represents knowledge of (or knowledge how to obtain) a particu-
lar scientifi c principle or piece of technological know-how. The scientifi c or 
technological “if X, then Y” principles are very different from judicial laws, 
although, interestingly, the word law is used in common parlance to refer 
to them both. The rule structure is similar, but the content and the means of 
accreditation or legitimation are very different. Judicial laws are arbitrary 
and malleable, but we cannot tamper with the laws of nature.

Occasionally, the W will represent, not an established consensual source 
or authority, but a novel result generated by an individual or group that 
is backed by accredited evidence or methods. It is on such risky occasions 
that innovation and advance depend. But some such presumptions do not 
survive protracted scrutiny. A Darwinian process of selection is involved 
(Hull 1988).

Crucially, the scientifi c and technological community institutionalizes 
procedures through which new results can be established and errors can be 
corrected. Although science depends on more than fact, the role of evidence 
and experiment is crucial.16 A habit of thought common to a modern scien-
tifi c community is the acknowledgment of the authority of accredited evi-
dence. The mechanisms of accreditation are themselves institutionalized.

While the rules of law emanate from political and legal authority, the 
principles of modern science and technology are obliged to pay homage to 
the facts. While science feeds on facts for its growth and development, law is 
sustained by authority and acknowledges facts in its implementation. While 
both systems entail good measures of hierarchy and deference, the bases of 
their claims of legitimacy are fundamentally different. Furthermore, while 
law existed for millennia in totalitarian regimes, the processes of scientifi c 
and technological invention and correction require substantial freedom of 
speech, openness of inquiry, and robust systems of scrutiny.

Scientifi c and technological knowledge replicates much as habits and 
routines do. The distinctive feature of this knowledge replication is that 
it is embodied jointly in individual habits, codifi ed material, and a struc-
tured scientifi c and technological community. In this sense, institutional-
ized scientifi c and technological knowledge involves generative replicators. 

16. Contrary to Comtean positivism, science is not entirely a matter of fact. Modern philoso-
phers of science widely acknowledge that some ontological presuppositions are necessary to all 
scientifi c inquiry (Veblen 1919; Quine 1953; Bunge 1974, 1977; Bhaskar 1975; Chalmers 1985). 
The facts do not speak for themselves, but their presence is essential.
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It is not simply ideas that are replicators. The knowledge is necessarily em-
bodied in the habits of groups of organized individuals. This knowledge is 
replicated when it is transmitted from one group, community, or nation to 
another. There may be knowledge diffusion or the additional copying of the 
organizational interactors. Both the original and its copy embody a condi-

tional generative mechanism. Each is energized conditionally on the receipt 
of environmental signals and plays a constructive role in the development 
of the interactor, that is, the scientifi c and technological institutions. Fur-
thermore, the original knowledge causes similar behavioral capacities in the 
other context, at least in the sense that the copy depends on the source and 
leads to similar codifi cations being acquired. The acquired knowledge is 
similar to the original with respect to the behavior it might promote under 
specifi c conditions.

With modern technology, we are in sight of another transition, with the 
creation of robots or other automata that can themselves replicate without 
human intervention. These possible developments have become the stuff 
of science fi ction. But it is important to understand that replicating autom-
ata are not the next major transition in human social evolution. Instead, it 
would be the creation of new species.

8 . 7 .  o v e r v i e w  o f  t h e  m a j o r 

i n f o r m a t i o n  t r a n s i t i o n s

Table 8.1 portrays the transitions in social evolution discussed above, along 
with the emerging replicators and interactors on multiple levels. We now 
make some general points about these transitions.

In the context of major biological transitions, James Griesemer (2000) 
notes that it is important not to take the levels of the hierarchy for granted. 
Instead of merely presuming the appearance of a new level, its emergence 
from preceding elements must be explained. Samir Okasha (2005, 2006) 
and Griese mer raise a problem with the deployment of the replicator-
interactor framework that must be dealt with here.

Replicators entail relatively high copying fi delity, and interactors must 
be relatively cohesive (Godfrey-Smith 2006). But new replicators and inter-
actors must have evolved from elements with lower copying fi delity or co-
hesion. Higher levels of evolution, with refi ned replicators and interactors, 
could not suddenly appear. In the biological world, the very fi rst protorep-
licators must have had relatively poor copying fi delity (Maynard Smith and 
Szathmáry 1995), and the earliest multicellular organisms would have been 
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less cohesive because of competition between their constituent cell lineages 
(Buss 1987; Michod 1999). Corresponding remarks apply to the emergent 
levels in the major information transitions of social evolution.

Accordingly, the cohesion of groups would have developed gradually, 
until those groups qualifi ed as new interactors. The copying fi delity of cor-
poreal habits would have been improved over millions of years and been 
greatly enhanced by emerging error-correcting mechanisms such as punish-
ment and a protolanguage. Customs similarly would have taken a long time 
to evolve and become relatively accurate replicators. Language and writing 
would have facilitated both the accuracy of replication and the cohesion of 
higher-level social interactors. New higher levels could then emerge more 
rapidly.17

In addressing this problem, Okasha (2005, 2006) builds on an earlier dis-
section of contrasting formulations of multilevel selection by John Damuth 
and Lorraine Heisler (1988). These authors point to different conceptions 
of group and multilevel selection. Much of the group selection literature 
focuses on the evolution of an individual trait such as altruism and sees the 
fi tness of the group as the average fi tness of the individuals in the group. 
The fi tter groups are those that produce more individual offspring than oth-
ers. By contrast, the macroevolutionary literature on species selection fo-
cuses on the changing frequency of different types of species, not individu-
als. This is a different formulation of multilevel selection, one in which a 
collective’s fi tness is defi ned as the expected number of offspring collectives 
(rather than individual offspring) contributed to the next generation. This 
gives us two very different meanings of collective fi tness. Okasha suggests 
that the transition from average individual fi tness in collectives to fi tness 
in terms of the procreation of collectives is crucial in the establishment of 
higher levels of selection. When collectives acquire the capacity to multiply 
through their hosted replicators, they become fully fl edged interactors, and 
their fi tness diverges from that of their members taken severally.

We can apply these arguments to the transitions and levels exhibited in 
table 8.1. Note in particular that, in the row displaying organizational in-
teractors (from groups to families to other organizations), these interactors 
become more defi ned and cohesive through time. It is only the more cohe-
sive organizational interactors that have the capacity to produce cohesive 
organizational offspring, through division or generational succession.

17. This Darwinian focus on processes of emergence is a further reason for retaining a degree 
of imprecision in the defi nitions of replicator and interactor.
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Consider some of the general observations made by Maynard Smith and 
Szathmáry (1995) in their discussion of the major transitions in biological 
evolution. They pointed out that smaller entities have often come together 
to form higher-level entities, that entities often become differentiated as 
part of a larger entity, and that smaller entities are often unable to repli-
cate in the absence of the larger entity. These observations are also valid in 
several major information transitions of social evolution. Individuals come 
together to form groups, and tribes come together to form states. Maynard 
Smith and Szathmáry also observed that smaller entities are often unable 
to replicate in the absence of larger entities and that smaller entities can 
sometimes disrupt the development of the larger entities. Equivalently, hu-
man replication depends on social structures of support such as families. 
Individuals can disrupt groups, and organizations can confl ict with even 
higher-level entities.

Maynard Smith and Szathmáry emphasize that major transitions in evo-
lution have been associated with new ways of transmitting information. We 
have considered the emergence of gestural communication, then linguistic 
communication, then the replication of organizational structures, then the 
establishment of codifi ed laws, and, fi nally, the transmission of scientifi c 
and technological knowledge.

Maynard Smith and Szathmáry also suggest that the existence of higher-
level interactors depends on the stability of lower-level replicators. This 
is reminiscent of the evolutionary laws developed by Karl Ernst von Baer, 
which infl uenced Darwin and retain a following today (Gould 1977). Von 
Baer argued that characters of specialist use are developed from those of 
more general function, thus increasing the degrees of both complexity 
and specialization in the organism. Arthur Reber (1993, 85) formulated 
this law as follows: “Once successful forms are established, they tend to 
become fi xed and serve as foundations for emerging forms.” In addition: 
“Earlier appearing, successful, and well-maintained forms and structures 
will tend towards stability, showing fewer successful variations than later 
appearing forms.” In other words, the more basic structures, once estab-
lished, stabilize and become less changeable than the layers that are built 
on them. Also, it seems that, in social evolution, higher-level forms depend 
on the stability of lower elements. Every emergent social level depends on 
the stability and security of constituent parts: organizations depend on the 
durability and copying fi delity of habits, laws depend on the durability of 
customs, and so on.

On what basis does selection at higher levels operate? Given the primary 
survival need to provide for the material prerequisites of human life, it 
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follows that organizations and routines devoted to such provisioning also 
have some survival value in the ongoing processes of selection. Unless such 
organizations and routines endure and are effective, society will collapse. 
Accordingly, organizations with such routines and propensities will have a 
higher survival value.

Some social formations will give greater priority than others to the or-
ganizations and customs that are important for the production, acquisition, 
and protection of the requisites of human life. When there is competition 
between different groups, the processes of selection work at the organiza-
tional level. Organizations promoting the production of necessities, their 
pillage from elsewhere, and their protection from outside plunderers will 
have some survival value for the community. The evolutionary fi tness of 
each social formation will relate to some degree to the effi ciency and viabil-
ity of its organizations concerned with production, acquisition, and mili-
tary capability.

Other institutions or customs—such as those of ceremony or leisure—
are less crucial to the reproduction and survival of the society. If such cus-
toms stand apart from institutions connected with production, acquisition, 
and defense, then they may become extinct through an extended process of 
group competition and selection.

But, in many societies, the routines of production and acquisition are 
also infused with traditional customs of ceremony and may themselves rely 
on ritual for their social reproduction and survival (Bush 1986). Ceremony 
sometimes encapsulates technological knowledge or sustains productive ac-
tivity. In that case, such ceremony will not readily disappear through insti-
tutional selection. Furthermore, structured learning typically involves the 
acceptance of authority. As Michael Polanyi (1958, 58) puts it: “To learn by 
example is to submit to authority. . . . A society which wants to preserve a 
fund of personal knowledge must submit to tradition.” Some measure of hi-
erarchical deference is necessary for knowledge to replicate. Progress may 
rely to some extent on conservative institutions. Nevertheless, despite these 
complications, provisioning organizations may still have some haphazard 
but ultimate selective advantage in the evolutionary process.

A key factor here is the overall level of productivity of vital goods and 
services. Although there are exceptions to this rule, a society of greater pro-
ductive effi ciency, in terms of the requisites of human life, will have the 
greater capacity to expand, whether by further productive investment or by 
conquest. Historical studies, at least of the postmedieval period, give broad 
confi rmation of the close parallel between levels of productivity and the 
capacity for politicoeconomic expansion (Kennedy 1988; Maddison 1991).
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Social formations in which the routines of production, distribution, and 
acquisition have greater cultural weight and durability will be the stron-
ger. Customs that help sustain industriousness and acquisition tend to as-
sume some cultural prominence. But the particular customs and routines 
involved can vary enormously, depending on history and other cultural at-
tributes, and leading to a wide range of possible behaviors. Often the pos-
session rather than the production of wealth is associated with higher sta-
tus. Sometimes higher status is accorded the hunter and the warrior. The 
general principle discussed here is consistent with a wide range of cultural 
outcomes.

The selection of relatively productive societies was particularly effective 
in the earlier periods of human history, prior to the rise of civilization, 
when people lived in competing tribal groups, all close to the brink of ex-
tinction. The relative advantage of a provisioning culture would be all the 
more apparent. But, as civilizations grew and production provided more 
than the immediate requisites of human life, the mechanisms of cultural 
selection could have given less immediate priority to provisioning institu-
tions. Nevertheless, the dependence of each community on the means of 
human life remained, and a haphazard process of selection of these institu-
tions continued. A cultural outcome, in the modern period, has been the 
evolution of societies in which production and acquisition have overtaken 
religion as a font of human beliefs and aspirations.

The general impulse to produce and acquire in all human societies is a 
cultural propensity, itself a product of cultural evolution and backed by pro-
visioning instincts within individuals. Rather than a universal actuality, it is 
a propensity not always realized in outcomes. Other factors may interfere. 
Nevertheless, it is an evolutionary principle of some importance, applying 
to all human societies.

Furthermore, it seems that each major information transition has en-
abled some societies to gain an advantage over their laggard neighbors. 
Each transition has enhanced the possibilities for production, protection, 
and predation. The transitions themselves are the outcomes of a Darwinian 
evolutionary process.

8 . 8 .  f i n a l  r e m a r k s :  m u l t i l e v e l  a n d 

n o n o p t i m a l  s o c i a l  e v o l u t i o n

We have established several levels of replication and selection in human 
societies above the genetic. It must be emphasized that social evolution is 
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very different from the evolution of genes. As noted before, social replica-
tors differ from genes in having much lower durability and copying fi del-
ity. Furthermore, the context of the selection of social replicators has also 
changed dramatically, at least in the last few thousand years. By contrast, 
genetic evolution takes place over a much longer period of time and refl ects 
the enduring aspects of the environment. The process of selecting and hon-
ing genes has time to lead to effi cacious adaptations. Evolution is never 
an optimizer, but biological evolution has produced many remarkable ad-
aptations for fi tness and survival. Because of shorter timescales and more 
variable contexts of selection, social evolution is much less effective in this 
regard (Van Parijs 1981).

Our discussion of the major information transitions of social evolution 
indicates that each transition has been associated with the emergence of a 
new type of generative replicator. With the particular transitions associated 
with language, culture, legal systems, and the institutionalization of science 
and technology, we noted that there were mechanisms to correct errors and 
maintain the robustness and copying fi delity of the generative replicators. 
These mechanisms have the fortuitous outcome of preserving some useful 
knowledge from the past. But, because the processes of selection are more 
haphazard and less protracted than those in the natural sphere, this fi delity 
is less often rewarded by the evolution of highly effi cient outcomes.

In the social sphere, at neither the cultural nor the individual level does 
the selection process hone the socioeconomic system to its highest produc-
tive effi ciency. Mechanisms of selection are erratic and imperfect, particu-
larly in the cultural sphere. Ineffi cient or destructive institutions can tena-
ciously survive (Edgerton 1992). Furthermore, as noted above, aspects of 
ceremony and productive effi ciency sometimes buttress one another. There 
is always the possibility, as Veblen (1914, 25) recognized, of “instances of the 
triumph of imbecile institutions over life and culture.”

There are several reasons why social evolution is far from being an op-
timizer, including path dependence, frequency dependence, and the role of 
institutional complementarities (North 1990; Hodgson 1993; Amable 2000, 
2003; Aoki 2001; Hall and Soskice 2001; Boyer 2005; Kenworthy 2006; 
Gagliardi 2009). What concerns us here is the suboptimality that results 
from the way in which each major information transition builds on an ear-
lier evolutionary architecture.

Social evolution builds on suffi ciently successful but imperfect survivals 
from the past. Any complex system is a linked structure of imperfect but 
rigid modular adaptations that were suffi ciently successful in a given envi-
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ronment. Even if a modular component was highly effi cient in the past, it is 
unlikely to be as effi cient in the changed circumstances of the present. Yet, 
if any imperfect component retains a functional role in the system, then it 
can be preserved through selection. If the more basic structures of the sys-
tem are less changeable than others, then selection cannot always readily 
and incrementally improve each organ or module within the structure.

Evolution is unable to rebuild everything to a near-optimal arrange-
ment. It is not an expert redesigner, somehow understanding the complex 
interconnections between each part of the system. Such a degree of de-
tailed, complicated, and fortuitous reengineering is unlikely to happen in 
the haphazard turmoil of nature. Evolution is forced to use vestigial mod-
ules from the past. Hence, it rarely, if ever, produces an optimal outcome. 
Complex systems carry the baggage of their own history. Hence, to un-
derstand the nature of an organism, we must know something about its 
evolutionary past.

The practice of building on former, successful innovations is also found 
in the evolution of complex technologies. For example, contemporary Mi-
crosoft Windows software carries at its basis some elements of the former 
MS-DOS software architecture of the 1980s. Software redesign is complex 
and expensive, so it was expedient to rely on tested and successful modules 
from former systems.

One of the insights of complexity science has been to suggest that a de-
gree of irreversibility will be inherent in hierarchical organizations such as 
fi rms. As Brian Loasby (1998) elaborates, a fi rm may build on its established 
core capabilities in ways that rely on past accumulations of experience and 
are themselves diffi cult to reverse.

These insights are also of major importance in socioeconomic systems. 
Because of the complex, interlocking relation between substructures, the 
processes of adaptation are typically confi ned to incremental and partial 
adjustments within an existing structural confi guration. Competitive forces 
alone cannot always achieve radical, overall redesign.

For example, Ugo Pagano (1991, 2001) has considered the relation be-
tween specifi c technologies and different systems of property rights and 
labor relations. Each is linked to the other, and each adapts taking the other 
as given. He argues that the existing technology is a result of preceding 
social relations and that the scope of adjustment is, thus, confi ned. Fur-
thermore, existing social relations limit the possibilities of technological 
change. Because they do not change together, systems of property rights 
and labor relations do not necessarily adjust toward a confi guration that is 
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optimal for them both. Such an outcome might require adjustments that are 
not selected because they are initially suboptimal. Evolutionary pressures 
are unable radically to redesign the whole. If more effi cient confi gurations 
of technology and property relations exist, then social evolution will typi-
cally be unable to fi nd them.

Given these points, we should emphasize that the Darwinian character 
of social evolution is no ground for a Panglossian view that the outcomes 
of competitive evolution are necessarily optimal. Just as suboptimality is 
prevalent in the natural world (Gould 1980, 2002), it is commonplace in the 
social context as well.

Market competition can have the benefi t of showing which fi rms are 
more able to innovate and make profi ts, but economic theory and experi-
ence teach us that markets have limitations as well as advantages (Nelson 
1981, 2003). It is also important to emphasize that markets are themselves 
institutions and that their emergence depends on legal structures associated 
with the fi fth major information transition (Hodgson 1988, 2008b). Hence, 
earlier phases of evolution cannot take part in a market environment. Fur-
thermore, when markets are established, organizational selection cannot 
entirely be a matter for markets. Competition between legal systems, for 
example, does not amount to the supply and purchase of legal services, 
despite some rhetoric to the contrary. Even if it did, it would have to take 
place within another, overarching legal system to legitimate the trade. In 
reality, systems of law are typically established through invasion or imita-
tion. Finally, limits to the commodifi cation of scientifi c and technological 
knowledge are well established (Nelson 1959; Arrow 1962; Mirowski and 
Sent 2002). In sum, Darwinian social evolution neither establishes perfec-
tion nor shows that the market can become a universal forum of competi-
tion and selection.
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Conclusions and Agenda 
for Future Research

All scientifi c theories are conjectures, even those that have successfully passed 

many and varied tests. . . . [T]he doctrine of natural selection . . . raises de-

tailed problems in many fi elds, and it tells us what we would expect of an ac-

ceptable solution of these problems. I still believe that natural selection works 

this way as a research programme.

karl popper,  ( 1978 )

The development of the Darwinian conceptual framework is a major un-
fulfi lled promise for the social sciences. This book explains how Darwinian 
principles also apply to social evolution and why prominent objections to 
their use are unwarranted. We clarify common misunderstandings relating 
to the nature of social and economic evolution and outline a constructive 
path for the realization of Darwin’s conjecture that his core principles had 
a wider application than biology alone and that they helped explain the 
evolution of social phenomena. This path promises to reap huge benefi ts 
from a systematic application of Darwinian principles to an explanation of 
the evolution of social and economic organization.

Our overall aim has been to resolve pressing problems, nail the miscon-
ceptions, and reinvigorate this project to generalize Darwinism on clearer 
and well-defi ned conceptual foundations. We elucidate the analytic power 
of general Darwinian principles and show their application to the socio-
economic domain. After clarifying the key Darwinian concepts and pro-
cesses, we have shown how they can be generalized to social and economic 
evolution.

9 . 1 .  o v e r c o m i n g  r e s i s t a n c e

The resistance to Darwinian ideas has been especially strong in sociology 
and some branches of cultural anthropology. Darwinian ideas have made 
their way into economics, but often in a crude form, for example, by stress-
ing the ideas of individualism and competition and neglecting Darwin’s 
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substantial compensating discussion of group selection, mutual aid, sym-
pathy, and cooperation (Becker 1976; Hirshleifer 1977, 1978). Ironically, 
furthermore, the new generation of evolutionary economists that has arisen 
within economics since the 1980s has neglected the question of generalizing 
Darwinism until recently. When the question has surfaced, it has been met 
with several misconceptions and misreadings of what actually is proposed.

The idea of extending Darwinian principles is found in Darwin’s work 
and was also mooted by several authors who followed in his footsteps. Re-
sistance to this idea has resulted from a misplaced concern that the general-
ization of Darwinism to cover the social domain might imply the adoption 
of individualist, uncritically promarket, or other simplistic ideological no-
tions that have sometimes been gathered under the misleading label social 

Darwinism. In fact, much that is ritually taught about the history of social 
Darwinism is mythological (Bannister 1979; Jones 1980; Bellomy 1984; 
Hodgson 2004b, 2006a).

This concern is also misplaced because any evaluation of whether the 
generalization of Darwinian principles helps explain social phenomena is a 
matter for science, not ideology. Ideology cannot adjudicate over scientifi c 
principles. Of course, all scientists are human and have their ideological 
prejudices. Ideology often interferes with science, and, in the social sci-
ences, this is especially—and, perhaps, unavoidably—the case, but the goal 
should be to expose and isolate this infl uence, rather than to give it scientifi c 
legitimacy. The generalization of Darwinian principles should be judged on 
scientifi c rather than ideological grounds.

Although Darwin did not endorse all cooperative endeavors—in particu-
lar, he was critical of trade unions (Weikart 1995), and, unlike his codiscov-
erer, Alfred Russel Wallace, he was not a socialist—his analysis of human 
evolution found sympathy, cooperation, and morality to be vital for the sur-
vival of human groups in their competition with others (Darwin 1871). Like 
all scientists, Darwin had his ideological views, but, when he examined the 
processes of human evolution in detail, he depicted the complex interplay 
of competitive forces and cooperative dispositions.

The argument that the core Darwinian principles of variation, inheri-
tance, and selection apply to social as well as biological phenomena has 
stood the test of time. Darwinism in biology has made major breakthroughs. 
But an adequate refi nement of general Darwinian concepts such as selec-
tion, replication, and inheritance—in terms that could be applied to social 
or economic evolution without forcing it into a biological mold—has been 
lacking, at least until the fi nal years of the twentieth century. Our work 
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aims to bring all the threads together and help fi ll this gap in evolutionary 
theory. We pinpoint the general features of a Darwinian process and show 
how they can be related to the evolution of organizations and cultures in 
the social domain.

To guide the research effort in a more constructive direction, we had to 
show that this central argument can resist a number of common objections 
and misunderstandings. For instance, some authors point to the theory of 
self-organization and suggest that it is an alternative to Darwinian selec-
tion. Others point to human intentionality and claim that it is inconsistent 
with the allegedly blind processes of Darwinism. Others regard Lamarck-
ism and Darwinism as rivals, seeing social evolution as an exemplifi cation 
of the former rather than the latter. We have argued that all these objections 
are mistaken. Processes of self-organization are important in nature and 
society. Human intentionality and choice are distinctive and should not be 
ignored. Some Lamarckian inheritance of acquired characters may occur in 
social evolution. But none of these propositions rules out Darwinism. On 
the contrary, all accounts require Darwinian principles to complete their 
explanations.

It is a common misunderstanding that generalizing Darwinism assumes 
that the detailed mechanisms of social and biological evolution are simi-
lar. This amazing misconception contradicts the very notion of explanatory 
unifi cation in the face of complex and varied phenomena, which is central 
to all scientifi c explanation (Kitcher 1989). Scientifi c explanations always 
involve generalities because they abstract from specifi c detail relating to the 
expression of particular phenomena. When metal airplanes and feathered 
birds fl y, some similar principles are at work. But the detailed mechanisms 
are very different. It is obvious that social evolution and biological evolution 
are different. And evolutionary mechanisms are expressed in very different 
ways within the biological (or the social) domain. Instead of detailed simi-
larity, the idea of generalizing Darwinism depends on a degree of ontologi-
cal communality at a high level of abstraction. This communality is cap-
tured by the broad idea of a complex population system and the formulation 
of general concepts of selection and replication.

Proposals for a generalized Darwinism are also unaffected by the valid 
claim that Darwinism, or the principles of selection, inheritance, and varia-
tion, is inadequate to explain social evolution. It is also insuffi cient to ex-
plain detailed outcomes in the biological sphere. In both cases, auxiliary 
principles are required. But none of this undermines the validity of gener-
alization at an abstract level. Insuffi ciency does not amount to invalidity. 
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Furthermore, given the existence of complex population systems in both 
nature and society, a generalized Darwinism is the only overarching frame-
work we have for placing detailed specifi c mechanisms.

9 . 2 .  “ w i t h o u t  t h e  m a k i n g  o f  t h e o r i e s  .  .  . ”

As Darwin put it: “Without the making of theories . . . there would be 
no observation” (Darwin 1887, 2:315). But he was neither a mathematical 
model builder nor an armchair theorist. The development and application 
of his theory took place in the context of rich and extensive empirical in-
quiry. He conducted numerous experiments of his own.

But, although Darwinism points to the need for empirical inquiry, its 
greatest achievement is in terms of an overarching and unifying framework 
of principles, rather than meticulous explanations at every level. Darwin 
himself accepted that he had not provided detailed evidence of evolution-
ary processes. He wrote to F. W. Hutton on 20 April 1861: “I am actually 
weary of telling people that I do not pretend to adduce direct evidence of 
one species changing into another, but that I believe that this view in the 
main is correct because so many phenomena can be thus grouped together 
and explained” (Darwin and Seward 1903, 1:183–84). Several of his detailed 
explanations turned out to be wrong. It was not until the development of 
genetics in the twentieth century that biology began to piece together de-
tailed causal explanations of evolutionary processes. In this respect, and 
despite his use of extensive empirical research, Darwin’s achievement was 
more conceptual than empirical.1

The analysis of social evolution is, likewise, in need of detailed empirical 
evidence. But factual inquiry does not bring theories as cows eating grass 
yield milk. It must be related to an improved understanding of general evo-
lutionary principles. How exactly are these general mechanisms expressed 
as fi rms, industries, institutions, and economies evolve? There has been a 
great deal of empirical work of evolutionary spirit in the social sciences, 
but, at least until recently, a unifi ed framework has been lacking, and the 
theoretical side of evolutionary social science has been mired in contro-
versy. We believe, not only that Darwinism offers a way out of these theo-
retical diffi culties, but also that it is the unique and unavoidable solution.

1. Kitcher (1993) notes that “conceptual progress” is as vital to science as “explanatory prog-
ress,” where the former provides more adequate specifi cations of referents and points to new 
zones of inquiry.
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Our work on the Darwinian evolution of human social institutions is 
very much at the stage of preliminary general explanation that follows 
the classifi cation and grouping together of phenomena. We have provided 
clarifi cations and explained how the general Darwinian principles apply 
to social evolution. Instead of starting from the vague and fruitlessly con-
tested word evolution, we commenced from the general types of phenomena 
involved. We started from the observation that the Darwinian framework 
applies to a broad class of systems, involving populations of entities and all 
feasible manifestations of development and change. We then showed, under 
some minimal conditions, that ongoing change in such systems is inevita-
bly Darwinian in the sense that it must involve Darwin’s central principles 
of variation, inheritance, and selection. But this demonstration depends 
on adequate and suffi ciently precise defi nitions of these and other central 
concepts.

9 . 3 .  s o m e  o f  t h e  c o n c e p t u a l  a d va n c e s 

p r e s e n t e d  i n  t h i s  v o l u m e

We took special care in defi ning the notion of selection. Advances over the 
last decades have led to a refi ned understanding of the concept. The scien-
tifi c usage of selection has a very precise meaning, referring to a change in 
the distribution of a population property, such as the capabilities of fi rms in 
an industry. But this is not to downplay the role of choice in these and other 
processes in the social sphere.

While much work on evolution in economics and the social sciences 
more generally has benefi ted from the application of a loose notion of se-
lection, we believe that it is time to adopt a more sophisticated concept of 
selection. We believe that this will stimulate much progress in studies of 
economic and social evolution. In our discussion of social evolution, we 
treat successor selection and generative replication as two-level processes 
that couple knowledge conditions with human actions in the evolution of 
customs, language, and more.

Inspired by the work of von Neumann (1966) on self-reproducing au-
tomata, we further strengthened the notion of information transfer in rep-
lication processes. To the triple conditions required for the characteriza-
tion of general replication processes (causality, similarity, and information 
transfer), we add a fourth condition that defi nes a generative replicator. 
A generative replicator is a conditional generative mechanism that can turn 
input signals from an environment into developmental instructions. In con-
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trast to other replication processes, the special case of generative replication 
has the potential to enhance complexity. Demonstrating the usefulness of 
the concept of the generative replicator in the social domain, we identifi ed 
social habits and routines as generative social replicators.

A further problem with the forensic generalization of Darwinian prin-
ciples to social evolution has been the simplistic treatment and faddish re-
ception of the concept of the meme, which continues to be ill defi ned, has 
yielded relatively little insight, and has been met by a measure of both right-
headed as well as wrongheaded skepticism.

While the introduction of the meme by Dawkins (1976) helped revive 
the important principle that Darwinian principles also apply to evolving 
entities outside the biological world, in some ways the idea of the meme has 
stultifi ed rather than stimulated research. It is too easy to jump to the con-
clusion that memes (as ideas) are replicators in the social domain. A prob-
lem is that, while genes are material entities, the ontological status of ideas 
has baffl ed philosophers for centuries. The sloppy identifi cation of memes 
as social replicators falls into a swamp from which causal or explanatory 
principles are extremely diffi cult to recover. After some advance, memetics 
has done much to entangle the generalization of Darwinian principles in 
the social domain.

Instead, we have turned to a pragmatist approach—originally developed 
in the late nineteenth century but enjoying a revived popularity among phi-
losophers today—in which ideas do not fl oat in a world of their own but 
are emergent expressions of mental programs and dispositions ( Joas 1993, 
1996; Putnam 1995). Classic pragmatism fully acknowledges human inten-
tionality but places it within an evolutionary framework and avoids the 
dualism of material and mental worlds. It is a form of emergentist material-
ism that takes minds and ideas as real and distinct entities but sees them 
as emerging from a material foundation (Bunge 1980). It offers a means of 
explaining purposes, beliefs, and preferences in material and causal terms, 
rather than simply taking them as given. Ideas, emotions, and mental dis-
positions are grounded on habits, which, in turn, are prompted by instincts 
( James 1890; Dewey 1910, 1922; Veblen 1914; Plotkin 1994).

While instincts are grounded on genes, habits are acquired by each indi-
vidual in a cultural context. Habits are elemental social replicators and form 
a basis for other social replicators at higher, organizational levels. We thus 
overcome the vagueness of the idea of the meme and point to specifi c psy-
chological and social entities and processes that can be objects of detailed 
empirical investigation.
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Far from undermining or neglecting human agency, Darwinism offers 
a means to overcome the widespread dualism within the social sciences, 
where human intentionality and purposefulness are simply assumed or re-
garded as fi rst or “uncaused” causes within a material and natural world. 
Such dualism is incompatible with the facts that life evolved from matter 
and humans from other organisms. Darwinism is invaluable in this regard 
because it helps explain the evolution of intention and purpose without 
simply taking them as given. Indeed, we would go so far as to suggest that 
the Darwinian evolutionary framework accommodates a resolution of the 
thorny problem of individual agency and social structure that has con-
founded the social sciences since their inception (Hodgson 2004a, 2006a, 
2007b, 2007c; Hodgson and Knudsen 2004a).

We adopt the distinction between a replicator and an interactor as 
pioneered by David Hull (1988). We show that a clear understanding of 
these concepts is essential and particularly vital if we are to avoid further 
confusion over such concepts as the units of selection. We refi ne the defi -
nition of each concept, and we point to an important subclass of genera-
tive replicators that have the potential to enhance complexity in evolving 
systems.

Having sharpened these defi nitions, we give a broad outline of empirical 
domain where socioeconomic replicators or interactors can be observed. 
Paying particular attention to generative replicators, we have discussed the 
conditions under which socioeconomic evolution can advance the overall 
level of complexity in the system.

We have argued that social evolution works unavoidably on multiple lev-
els. We have developed an argument for identifying the most basic of these 
levels and outlined a hierarchy with multiple tiers of social interaction, rep-
lication, and selection. Our sketch of six major information transitions in 
social evolution highlights the emergence of new types of generative repli-
cator and new levels and types of information transmission. Each informa-
tion transition has produced a major new class of replicator that can trans-
mit, store, and utilize more complex social information. New generative 
replicators are involved at each stage in the evolution of prelinguistic cul-
ture, human language, tribal customs, writing and records, states and laws, 
and the institutionalization of science and technology. A next development 
in this particular research program would be a systematic accumulation of 
evidence about the micromechanics that generated these major information 
transitions in social evolution.

The establishment of these multiple levels underlines the fact that socie-
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ties are not merely collections of individuals. Individuals necessarily inter-
act with one another, and our analysis points to multiple modes of interac-
tion of evolving complexity.

9 . 4 .  a  d o u b l e  g e s t a l t  s h i f t 

i n  t h e  s o c i a l  s c i e n c e s

In chapter 2 above, we outlined the basic ontology of complex population 
systems. The fi rst gestalt shift involves an understanding that Darwinian 
principles apply to all such systems, including human society and its orga-
nizations. The second results from an appreciation of the information and 
algorithmic processes with the potential to create greater complexity that 
are found in both nature and human society.

Information here is defi ned in the Shannon-Weaver sense of an input 
signal that results in a change of state or behavior. The information mecha-
nisms involved in complex evolutionary processes are conditional, rule-like 
structures. Hence, the ontology of complex population systems is enhanced 
by this second shift: we address evolving systems of entities carrying and 
processing information through algorithms or rules.

This enhanced ontology differs from preceding conceptions in the so-
cial sciences. Much of economics, at least from the 1950s until the rise of 
game theory in the 1990s, was built on a conception of interdependent, 
interconnected, continuous variables (Mirowski 1989; Potts 2000). Within 
sociology, the prevailing concepts were (and remain) structures, positions, 
and roles. Rules have been less prominent in both disciplines, in terms of 
both the general relations of social interaction and the constitutive drivers 
of individual agency.2

An ontology where rules are seen as constitutive of social reality con-
trasts with the former emphasis in mainstream economics on incremental 
change and equilibria in systems in which every individual impinges on 
everyone else. The ontological fundamentals of the emerging paradigm in-
volve institutional structures and algorithmic learning processes involving 
program-like habits and rules (see, e.g., Arthur 2006; Dopfer 2004; Dopfer, 
Foster, and Potts 2004; Hodgson 1997, 2004a, 2007a; Hodgson and Knud-
sen 2004a; Ostrom 2005; Parra 2005; Potts 2000; Vanberg 2002, 2004). As 
Kurt Dopfer, John Foster, and Jason Potts (2004, 263) put it: “The central 

2. An important exception is Hayek (1967, 1973, 1988), who emphasized rule-following 
behavior.
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insight is that an economic system is a population of rules, a structure of 
rules, and a process of rules.”3

Society is not merely a collection of individuals (Bunge 2000; Weissman 
2000); it also unavoidably involves systems of (both constitutive and pro-
cedural) rules through which individuals communicate and interact. This 
would be as true of the anarchist utopia as it is of the market-dominated 
economy proposed by some libertarians. Even voluntary anarchist coop-
eration requires some rules concerning individual rights and interpersonal 
communication. And, as Friedrich Hayek (1960) accepts, the market itself 
requires rules in order to operate, just as some kinds of institutions are re-
quired to protect private property and enforce contracts.

The emerging vision is of limited interconnectedness within social sys-
tems, essentially composed of structures and algorithmic processes of rules. 
Game theory provides a partial glimpse of this rule-structured world, with 
its evocation of payoff rules and strategies, but the new, emerging paradigm 
is by no means restricted to this particular mathematical approach. Much 
mainstream game theory still evokes agents with unrealistically powerful 
and rapid rational capacities (Kirman 1993, 2005; Bicchieri 1994; Harg-
reaves Heap and Varoufakis 1995). Instead of powerful rational minds, the 
new paradigm stresses highly bounded rationality and the use of rough-
and-ready rules of thumb (Gigerenzer et al. 1999; Gigerenzer and Selten 
2001). More generally, what is involved is an ontology of structured algo-
rithms and rule-like dispositions interacting and evolving at the microlevel 
to create complex and often unpredictable macro-outcomes.

From such an ontological standpoint, the very idea of individual inter-
action of any kind without rules or institutions is untenable. Instead, the 
policy agenda becomes to improve on some existing institutions and to re-
place others where possible and desirable.

The principles of generalized Darwinism focus on the development, 
retention, and selection of information concerning adaptive solutions to 
survival problems faced by organisms or other relevant entities in their 
environment. The storage and replication of such information are general 

3. While we agree with this ontological stress on information and rules, we do not agree that 
“all existences are matter-energy actualizations of ideas” (Dopfer and Potts 2008, 3). This on-
tological idealism reverses our emergentist materialism (Bunge 1980) into its opposite: matter-
energy somehow emerges from ideas. The Dopfer and Potts ontology omits any existences before 
the evolution of ideas. Another defect of Dopfer and Potts’s (2008) work, as with that of Lawson 
(2003) and Martins (2009), is an inexplicable failure to address the literature on generalized 
Darwinism.
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features of complex population systems. When we apply this framework to 
particular cases, questions naturally arise concerning the nature, mecha-
nisms, and material substrate of these adaptive solutions.

As noted earlier in this volume, the biologist and philosopher Ernst Mayr 
(1988) developed the related concept of program-based behavior involv-
ing sets of conditional, rule-like dispositions linked together into what he 
termed programs.4 Instincts and biological genotypes involve programs. The 
rule-like dispositions that make up institutions also have program-like qual-
ities. A generalized Darwinism highlights their importance in evolutionary 
processes. In sum, the emerging ontology of social reality as consisting of 
systems of rule-like dispositions—described as institutions—fi ts perfectly 
into a generalized Darwinian framework. The links between institutional 
and Darwinian ontologies are established.

Shortly after the hundredth anniversary of The Origin of Species, Mayr 
(1964, xviii) wrote: “It has taken 100 years to appreciate fully that Dar-
win’s conceptual framework is, indeed, a new philosophical system.” And, 
150 years after the Origin, several features of the underlying ontology and 
methodological approach are clearer. In particular, the potential impact on 
the social sciences is much more apparent.

9 . 5 .  t h e  p o s i t i v e  h e u r i s t i c  o f 

g e n e r a l i z e d  d a r w i n i s m

We are aware of many limits to our achievement in this book. Our argu-
ment remains at a relatively high level of abstraction, and, while citing a 
large number of empirical studies, we have considered more closely only a 
few empirical examples. We have developed no new mathematical models 
of the evolutionary process. Much of the discussion here is in terms of defi -
nition and conceptual clarifi cation, rather than empirical testing or inquiry. 
We have done relatively little to show how various kinds of auxiliary theory 
would fi t into the metatheoretical framework provided by generalized Dar-
winism. There is relatively little “middle range theory” (Merton 1949) here 
that would focus on more specifi c phenomena and yield more precise ex-
planations or predictions. Acknowledging these omissions, we believe that 
generalized Darwinian principles in the social sciences should show their 
worth by linking up with auxiliary theories at lower levels of abstraction.

4. In important respects, the idea of program-based behavior was foreshadowed by Simon 
(1957) in his famous work on bounded rationality (March and Simon 1958; Vanberg, 2002).
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Nevertheless, while our argument has been at a relatively high level of 
abstraction, it illuminates a “positive heuristic” (Lakatos 1976) that points 
to multiple and important detailed questions and future areas of inquiry.5

Our fi rst claim in this regard is that our discussion and refi nement of 
the concept of a replicator—inspired by the work of John von Neumann 
(1966)—led to a consideration of the conditions under which the potential 
for complexity in an evolving system may be increased. This is manifestly 
an important question for evolutionary biology as well as evolution in the 
socioeconomic domain. By all accounts, the complexity of the social world 
has increased enormously in the last fi ve thousand years or so. The identi-
fi cation of generative replicators at the core of this process is a key step in 
the understanding of socioeconomic evolution. Our work needs now to be 
further illuminated by empirical material.

Continuing further in this direction, our identifi cation of six major in-
formation transitions in social evolution is an additional component of the 
positive heuristic. Our conceptual framework pointed to the importance of 
information transitions, and we focused on the evolution of prelinguistic 
culture, human language, tribal customs, writing and records, judicial laws, 
and the institutionalization of science and technology. The development of 
new social modes of storing and replicating information is central to this 
account.

Our Darwinian conceptual framework places the generation and inheri-
tance of information (broadly defi ned in the Shannon-Weaver sense), and 
the selection of entities that carry information, central to the analysis. It 
thus confi rms and extends Daniel Dennett’s (1995) observation that Dar-
winism is essentially algorithmic in nature. It is algorithmic not only in the 
sense that it obliges us to focus on detailed, sequential, causal processes. We 
have also pointed to the algorithmic mechanisms central to an evolutionary 
process capable of creating greater complexity, which involve sets of condi-
tional, rule-like structures that retain and process such information.

This focus on mechanisms of information retention, selection, and repli-
cation leads us to address the nature and consequences of major information 
transitions in social evolution and even speculate on future transitions. The 
examination of the detailed mechanisms of information transmission in so-
cial evolution is pushed up the theoretical and empirical research agenda.

5. We are neither proposing that the content of the positive heuristic is an adequate criterion 
to assess a theory nor suggesting that Lakatos’s philosophy of science is without problems (Noot-
eboom 1993). But we do believe that the existence of a rich positive heuristic is a promising trait 
for a scientifi c approach.
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Our analysis affects existing research programs in a number of ways. 
Consider two examples. The literature on dual inheritance or gene-culture 
coevolution (Boyd and Richerson 1985; Durham 1991; Richerson and Boyd 
2004) lacks an adequate defi nition of culture and has given inadequate at-
tention to the detailed psychological and social mechanisms of information 
transmission. It is true that it postulates several psychological dispositions, 
such as conformism, but it does not consider specifi c psychological mecha-
nisms (such as habit) that help explain how these dispositions are acquired, 
retained, and transmitted. Our analysis not only identifi es these omissions 
but also shows that two levels are insuffi cient to appreciate human social 
evolution, at least after the acquisition of language. When applied to modern 
societies, dual inheritance models must be expanded to at least six levels of 
inheritance, involving particular social structures. Once there are multiple 
levels in addition to genetic inheritance, we must examine how evolution-
ary processes on different tiers interact with one another. Dual inheritance 
is not the fi nal theory but an indicative—albeit powerful—simplifi cation.

We do not wish to underestimate the major achievements of these dual 
inheritance theorists. Since the classic work of Robert Boyd and Peter 
Richerson (1985), a huge research program has developed, leading to some 
power ful models and results. Boyd and Richerson’s focus is on how genes 
and culture coevolve. They demonstrated the power of Darwinian theory, 
but they bypassed the more philosophical and defi nitional elucidation of 
the core Darwinian principles. We attempt to fi ll this gap. Furthermore, we 
consider the multilevel ramifi cations of social evolution that pertain even if 
genetic evolution is negligible in the time span involved.

For example, our examination of major information transitions in social 
evolution is centered on the rise of novel generative replicators. The more 
recent of these developments do not necessarily require genetic changes. 
They are principally outcomes of interactions within and between social 
systems and their environment. Importantly in our account, the institu-
tionalized system of scientifi c and technological knowledge emerges as a 
recent major information transition. This means that our understanding of 
social evolution cannot simply be confi ned to changes in social relations or 
relations of production as in the work of Marx and others. Accounts that 
center on culture (in evolutionary anthropology) or Geist (as in the German 
historical school) are also insuffi cient. They all miss the importance of the 
institutionalization of science and technology from the seventeenth cen-
tury. While this too depended on prior institutions and political conditions, 
it was itself a major information transition. Thus, generally, we cannot pe-
riodize socioeconomic evolution simply in terms of changes of culture, sys-
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tems of property rights, or modes of production. Historical periodization 
must also encompass new systems for the transmission of information and 
the generation of knowledge.

The discussion presented above shows that the project of generalizing 
Darwinian principles involves much more than establishing defi nitions and 
refi ning concepts. It enhances our understanding of the processes of socio-
economic evolution and empowers an ongoing theoretical and empirical 
research agenda. Nevertheless, as we have taken pains to emphasize, Dar-
winian principles cannot give the whole story, and—as in biology—they 
must always be supplemented by auxiliary theories and informed by spe-
cifi c data. Much of this detailed labor is left to future publications. It is 
hoped that this volume will help stimulate this work.

9 . 6 .  d e v e l o p i n g  a n  a g e n d a  f o r  f u t u r e  r e s e a r c h

In this chapter, and throughout this work, we have pointed to questions 
requiring further research. There are many. Let us underline a few more 
here, particularly those of an empirical nature.

Our account of the major information transitions in social evolution 
needs to be scrutinized and expanded by the use of empirical material. Does 
a detailed examination of the evidence support our theory? We need a more 
fi nely grained account of these major information transitions, one that fo-
cuses on the mechanisms that led to their occurrence. No doubt, this ac-
count will be complex. In regard to later transitions, specifi c questions arise 
such as the role of religion and military institutions. It is also important to 
gauge the relative infl uence of adaptation and selection in different contexts 
and in different phases of organizational maturity and the degree to which 
external impulses provoked change, in addition to change from within. Hu-
man culture and institutions are often remarkably conservative and diffi cult 
to alter, so how did these remarkable transitions occur?

A major part of this enterprise involves uncovering the detailed mecha-
nisms of information transmission in social evolution. We must understand 
more fully both the psychological and the social mechanisms involved. How 
does new knowledge from brain and neuroscience help? What are the con-
straints and evolutionary pathways? In the modern era, what is the role and 
effect of new communication media?

In the second half of the twentieth century, transport and telecommuni-
cations developed to the point at which huge amounts of information could 
be rapidly transmitted around the world, lowering transaction costs, and 
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vastly increasing the scale and scope of fi nancial and other markets. The 
scale and complexity of the modern capitalist system has, in part, been im-
pelled by these developments in the communication of information. But we 
need to look more closely at the processes involved, and it is hoped that the 
Darwinian theoretical framework will help guide this enquiry.

To address these major challenges, the Darwinian program needs to 
study the micromechanics of replication. This requires empirical studies 
that cover both the temporal and the spatial dimension. We need to under-
stand how stable habits and routines are recombined to produce increas-
ingly complex social organizations, how habits and routines become stable 
in the fi rst place, and how consistency and stability are maintained and, 
sometimes, break down across multiple levels of analysis, including indi-
vidual human actors, organizations, and institutions.

We have a huge amount of empirical studies that (explicitly or implicitly) 
document the general Darwinian principles at work, including elaborate 
empirical case studies spanning the emergence, growth, and demise of en-
tire cultures and their institutions. But we have only a small number of 
studies that document how replication processes actually happen in the so-
cial domain—how behavior and knowledge are stabilized and recombined 
in the generation of social outcomes. One of the most important items on 
our agenda is, therefore, to stimulate large-scale, longitudinal studies of so-
cial replication processes.

We need to look, not only at the conditions under which the potential to 
generate greater complexity can be enhanced, but also at the vulnerability 
of evolving social systems to internal and external shocks. Severe fi nancial 
crises show that—as in nature— complexity can bring, not only adaptive 
benefi ts, but also new vulnerabilities. Furthermore—as in nature—often 
we cannot rely on some process of competitive selection to leave us with the 
best or fi tter outcomes. Notwithstanding the fact that political intervention 
in the social and economic world is always treacherous and uncertain, and 
sometimes counterproductive, Darwinism does not mean that we simply sit 
on our hands.

Analyzing the viability of alternative organizations and social systems 
is high on the agenda of the evolutionary program. The fulfi llment of this 
aim will require new analytic tools that complement the well-understood 
mathematical equations of evolution. Of particular interest is developing 
our understanding of evolutionary dynamics in heterogeneous populations. 
This is because interaction among agents in human societies is directed by 
the social structures in which agents are situated. The mathematical study 
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of evolutionary dynamics in heterogeneous populations is of obvious im-
portance, yet it is largely unexplored territory (Nowak 2006)

Further understanding will be stimulated as the Darwinian program un-
folds. This program offers a common understanding of evolutionary pro-
cesses that greatly helps the accumulation of knowledge across scientifi c 
disciplines and empirical domains. It thereby stimulates invaluable insights 
about the nature of the coupled dynamic processes that characterize eco-
nomic and social evolution.



Glossary

adaptation. Adaptation has two meanings, each referring to a process. It more widely refers to the 
development of traits with a fi tness advantage in a population. A second meaning of adaptation 
is the phenotypic development of the characteristics of an individual entity in a given environ-
ment. This latter use is common in economics and organization theory but not in biology. 
(Contrast with adaptedness and exaptation.)

adaptedness. Adaptedness is a quality of an entity, rather than a process. It refers to the fi tness of a 
trait (or trait complex) in a specifi c environment.

complex population systems. Complex population systems contain multiple (intentional or nonin-
tentional), varied entities that interact with the environment and each other. They face imme-
diately scarce resources and struggle to survive, whether through confl ict or cooperation. They 
adapt and can pass on information to others, through replication or imitation. Complex popu-
lation systems are found in both the natural and the social domains. An economic example is 
an industry involving cohesive organizational entities such as business fi rms.

complexity. Following Christoph Adami (2002, 1087), we relate complexity in an evolving entity 
to the amount of information that entity stores about the environment in which it evolves: 
“The physical complexity of a sequence refers to the amount of information that is stored in 
that sequence about a particular environment.” This measure is relative and conditional on 
the environment.

contagion. In biology, contagion occurs when one phenotype infl uences or infects a second pheno-
type without corresponding changes in the second genotype. More generally, contagion occurs 
when one entity (interactor) affects a second without signifi cant changes in the replicators 
hosted by the second entity. When such changes do occur, this is described as diffusion.

continuity, doctrine of. Thomas Henry Huxley (1894, 1:236–37) defi ned the doctrine of continu-
ity as the principle that no “complex natural phenomenon comes into existence suddenly, 
and without being preceded by simpler modifi cations.” This applies in particular to both the 
individual development and the species evolution of human consciousness. (Compare with 
continuity hypothesis.)

continuity hypothesis. Following Ulrich Witt (2004, 131–32), the continuity hypothesis is the idea 
that natural evolution has “shaped the ground, and still defi nes the constraints, for man-made, 
or cultural, evolution . . . not withstanding that the mechanisms and regularities of cultural 
evolution differ from those of natural evolution. The historical process of economic evolution 
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can be conceived as emerging from, and being embedded in, the constraints shaped by evolu-
tion in nature.” We regard this hypothesis as an undeniable fact. It is entirely compatible with 
Darwinian principles.

culture. Edward Tylor (1871, 1) regarded culture as “that complex whole which includes knowl-
edge, belief, art, morals, law, custom, and any other capabilities and habits acquired by man 
as a member of society.” Thorstein Veblen (1919, 39) saw the “cultural scheme of any com-
munity” as “a complex of the habits of life and thought prevalent among the members of the 
community.” Malcolm Willey (1929, 207) saw culture as “common and interrelated habits 
that constitute the mode of life of the people.” Our defi nition is similar to these early state-
ments. Culture refers to shared habits of thought and behavior that are prevalent in an entire 
group, community, or society. Habits are seen as capabilities or dispositions. Members of a 
group or society are not necessarily involved in all its institutions, but they are affected by its 
culture. Institutions are specifi c systems of rules. Institutional boundaries do not necessarily 
coincide with those of the group or society as a whole. By contrast, culture refers to general 
attributes of a group or society.

customs. Customs are dispositions in cohesive groups to energize patterns of behavior and inter-
action, involving conditional and sequential responses to cues that are partly dependent on 
social positions in the group. Rituals, ceremonies, and work routines are examples of customs. 
Customs typically qualify as generative replicators. (See also routines.)

Darwinism. Darwinism is a general theoretical framework for understanding evolution in complex 

population systems, involving the inheritance of replicator instructions by individual units, a 
variation of replicators and interactors, and a process of selection of the consequent interactors 
in a population.

diffusion. Diffusion is a type of inheritance that involves the copying of replicators, but not of inter-

actors. Diffusion is common in the social domain, particularly in regard to ideas and technolo-
gies. In these cases, associated habits and routines are copied from one interactor to another. 
(See also contagion.)

drift. Drift is the alteration, through replication, interactor birth or death, or some other process, 
of the properties or membership of a population of entities and, in particular, the frequencies 
of particular replicators, where frequency outcomes are unrelated, in the long run, to fi tness. 
As with selection, there is an anterior set of entities that is transformed into a posterior set, but 
(unlike selection) the resulting frequencies of posterior entities are uncorrelated with their 
fi tness in the environmental context.

evolution. The word evolution has been, and continues to be, used in such a variety of ways that 
it is pointless trying to give it a sharper or more specifi c meaning. It broadly refers to change, 
including qualitative change, in a single entity or population of entities.

exaptation. Exaptation occurs when a trait or feature evolves for a purpose different from that 
which it originally was selected by evolution. Exaptation would not occur if the feature was 
selected out once it made no positive marginal contribution to fi tness. Consequently, it re-
quires a relatively fl at fi tness landscape where there is relatively weak selection pressure on 
traits so that they can survive in the transitional phase, before their novel use and contribution 
to fi tness on another fi tness hill. By contrast, adaptation involves climbing a pronounced fi t-
ness peak.

fi tness. In biology, fi tness is most usefully defi ned as the propensity of a genotype to produce off-
spring (De Jong 1994). Survival of the fi ttest is no longer a tautology: it is possibly false. The 
fi tness of a replicator is the propensity to increase its frequency (relative to other replicators). 
In the social domain, this defi nition of fi tness translates into the propensity of a social replica-
tor (such as a habit or a routine) with a particular feature to produce copies and increase the 
frequency of similar replicators in the population. The fi tness of an interactor is the propensity 
of its replicators to increase their frequency.
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genotype. The genotype is the genetic constitution of an organism. It is a biological example of the 
more general class of replicators, which includes genotypes and replicators at the social and 
other levels. (See replicator.)

habits. A habit is a disposition to engage in previously adopted or acquired behavior (including 
patterns of thought) that is triggered by an appropriate stimulus or context. Habits are infl u-
enced by prior activity and have durable, self-sustaining qualities. Although formed through 
repetition of action or thought, habits themselves are not behaviors. If we acquire a habit, we 
do not necessarily use it all the time. Habits are the basis of both refl ective and nonrefl ective 
behaviors. They are elemental social replicators in social evolution. They also qualify as genera-

tive replicators.
habits of thought, linguistic and corporeal habits. Habits of thought include linguistic habits and 

culturally acquired emotional habits. Linguistic habits constitute a special class of habits of 
thought that depend on language for their replication. By contrast, corporeal habits replicate 
through behavioral imitation, without the necessity of linguistic or gestural communication.

information. Information is defi ned here in the broad and basic sense of some conditional disposi-
tions or coding that can be transmitted to other entities and cause a response. This defi nition 
omits key features of information, ideas and knowledge in the human domain, particularly 
meanings and interpretations. When we consider social evolution, it is essential to bring these 
into the picture. Because our concept is at a high level of generality, spanning both social and 
biological evolution, information cannot be defi ned more narrowly.

information transition. An information transition in social evolution creates a new way of retain-
ing, correcting, and copying conditional response mechanisms, each built on novel forms of 
habits and social structure that embody information directly or indirectly relevant to the pro-
duction and distribution of means of human survival or development. As in biological evolu-
tion (Maynard Smith and Szathmáry 1995), each major information transition in social evolu-
tion involves the creation of a new type of generative replicator.

inheritance. Inheritance refers to the passing of information concerning adaptive solutions from 
one entity to another. By our defi nitions, it turns out to be synonymous with replication.

inheritance, principle of. The principle of inheritance in complex population systems refers to a broad 
class of mechanisms, including diffusion and other forms of replication, by which informa-
tion concerning adaptations is passed on or copied through time. These mechanisms require 
explanation.

institutions. Institutions are systems of established and prevalent social rules that structure social 
interactions. In short, they are social rule systems. The term rule is broadly understood as an 
injunction or disposition to do Y in circumstances X. A rule can be constitutive or procedural, 
and include norms of behavior and social conventions as well as legal or formal rules. By their 
nature, institutions must involve some shared conceptions in order to make rules operative. 
Systems of language, money, law, weights and measures, traffi c conventions, table manners, 
and fi rms (and all other organizations) are all institutions. Organizations are an important 
subclass of institutions.

interactors. Terms such as phenotype and vehicle have been applied to biological entities. Following 
David Hull (1988) and others, we use the term interactor to describe the general form of such 
entities, to be found in complex population systems in nature and human society. Hull (1988, 
408) defi nes an interactor as “an entity that directly interacts as a cohesive whole with its 
environment in such a way that this interaction causes replication to be differential.” To refi ne 
this defi nition of an interactor, we use the following symbols:

  w, an interactor;
  E, one environmental state or a set of possible environmental states that are similar in relevant 

respects (environmental conditions that, also include other interactors);
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  pi, j, the probability, with respect to a given environment E, that entity i will (more or less im-
mediately) expire as a functioning unit (losing much of its preceding integrity or cohesion) if 
entity j expires.

 For each interactor, there is a corresponding nonempty equivalent component set of replica-
tors R. In cases in which an interactor hosts replicators at multiple ontological levels, the R 
refers exclusively to replicators that are at the highest possible ontological level within the 
interactor. The component status of R implies that the replicators are relatively durable in 
comparison with their host interactor. We assume a world of multiple, competing interactors 
and of other replicators that are not members of R. If an entity w is an interactor, then it must 
at least satisfy all the following minimal conditions:

 1. Integrity: An interactor is a relatively cohesive entity with effective boundaries between 
itself and its surrounding environment, including other entities. This means that the inter-
nal relations among its component parts are generally more substantial and dense than the 
relations between the entity and elements in its external environment.

 2. Sustained integrity despite environmental variation: Given shifting environmental states Ej, 
where j is a positive index over possible states of the environment, the interactor has sus-
tained integrity owing to the nature of the components of the interactor and the internal 
relations between them.

 3. Shared dependence of component replicators on the interactor: Given E, for every member r of 
R, 1 – pr,w < ε, where ε is a small and nonnegative number.

 4. Inclusion and shared organization of components: Every member r of R must be a component 
part of w in the further sense that every r is within the boundary and part of the structure 
of w.

 5. Replication dependent on the properties of the interactor and its environment: Every w has a 
set of properties Cw that, in the interaction of w with the given environment E, is a major 
factor in determining the (possibly different) set R′ of successors of R.

Lamarckism. Lamarckism is a doctrine upholding the possibility of the (genotypic/replicator-to-
replicator) inheritance of acquired (phenotypic/interactor) characters by individual organisms 
or entities in evolutionary processes. Lamarckism is logically compatible with Darwinism 
(broadly defi ned). And, even if Lamarckian inheritance did occur, Darwinian principles would 
still be required to provide a complete causal explanation of the evolutionary process. Most 
descriptions of social evolution as Lamarckian turn out to be misleading because there is no 
straightforward inheritance of acquired characters.

ontogeny. Ontogeny is the process of development of an individual entity, typically including inter-
actions with its environment and other entities.

organizations. An organization is a special type of institution involving (a) criteria to establish its 
boundaries and to distinguish its members from its nonmembers, (b) principles of sovereignty 
concerning who is in charge, and (c) a structure of command and responsibility delineating roles 
within the organization. These conditions imply the existence of social roles or positions that 
have properties irreducible to those who occupy them. These social positions carry some rights, 
powers, and duties that are independent of characteristics or preferences of their incumbents.

phenotype. The phenotype is the ensemble of traits or characteristics of an organism. It is typically 
applied to the biological domain. The more general term is interactor, which applies to social 
as well as biological entities. (See interactor.)

phylogeny. Phylogeny is the process of evolution of a population of entities, including changes in 
the composition of a population, its attributes, and its stored information.

replication and replicators. Replication is a process whereby replicators are copied under the fol-
lowing conditions:



g l o s s a r y  2 4 1

 1. Causal implication: The source must be causally involved in the production of the copy, at 
least in the sense that, without the source, the particular copy would not be created.

 2. Similarity: The copy must be like its source in relevant respects. In particular, the repli-
cated entity must also be or contain a replicator.

 3. Information transfer: During its creation, the copy must obtain the information that makes 
the copy similar to its source from that same source.

 A replicator is a material structure hosted by the entity that is causally involved in the replica-
tion process and carries the information in condition 3 above. Replication is synonymous with 
inheritance. Diffusion is a special case of replication that does not also involve the copying of 
interactors. Replication is more general than generative replication because it does not neces-
sarily involve conditional generative mechanisms.

Replication, generative, and generative replicators. Generative replicators are a special type of repli-

cator, arguably with the enhanced potential to augment complexity in evolving systems. Gen-
erative replication is a process whereby interactors and component generative replicators are 
copied under the following conditions:

 1. Causal implication: The source must be causally involved in the production of the copy, at 
least in the sense that, without the source, the particular copy would not be created.

 2. Similarity: The replicated entity must also be or contain a replicator. The conditional gen-
erative mechanisms in the copy must be similar to those in the source. Errors or mutations 
in these mechanisms must also be copied with some degree of fi delity.

 3. Information transfer: During its creation, the copy must obtain the conditional generative 
mechanisms (see below) that make the copy similar to its source from that same source.

 A generative replicator is a material structure with the capacity for generative replication. A 
necessary feature of a generative replicator is a conditional generative mechanism:

 4. Conditional generative mechanisms: Generative replicators are material structures that em-
body construction mechanisms (or programs) that can be energized by input signals that 
contain information about a particular environment. These mechanisms produce further 
instructions from a generative replicator to their related interactor, to guide its develop-
ment. (External infl uences that produce outcomes generally unfavorable to the survival of 
the replicator or interactor are described, not as input signals, but as destructive forces.)

 Note that, compared with replication, generative replication involves stricter conditions 2 and 
3 plus the additional condition 4. Generative replication is, thus, a special case of replication 
that is, in turn, equivalent to inheritance.

routines. Routines are organizational dispositions to energize conditional patterns of behavior and 
interaction within organizations, involving sequential responses to cues that are partly depen-
dent on social positions in the organization. The term routine is typically applied to business 
and military organizations, whereas custom is a term applied more broadly to other organiza-
tions, and ritual and ceremony apply to specifi c organizational contexts. Routines, customs, 
rituals, and ceremonies often qualify as generative replicators. (See custom.)

scarcity. Scarcity has several meanings, but one particular sense is relevant here. Scarcity in a local 
and immediate sense applies to all mortal and degradable entities, which must consume ma-
terials and energy in order to survive or minimize degradation. Local and immediate scarcity 
exists because these entities do not have instant access to all environmental resources and must 
expend time, materials, or energy in order to obtain specifi c inputs.

selection. Selection in a complex population system involves an anterior set of entities that is some-
how being transformed into a posterior set, where all members of the posterior set are suf-
fi ciently similar to some members of the anterior set, and where the resulting frequencies of 
posterior entities are correlated positively and causally with their fi tness in the environmental 
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context. The transformation from the anterior to the posterior set is caused by the entities’ 
interaction within a particular environment.

selection, principle of. The principle of selection is the idea that, in any given context, some entities 
in a complex population system are more adapted than others, some survive longer than others, 
and some are more successful in producing offspring or copies of themselves than others, and 
this differential process requires explanation.

selection, subset. Subset selection is defi ned as selection through one cycle of environmental inter-
action and elimination of entities in a population, structured so that the environmental in-
teraction causes elimination to be differential, and where survival outcomes are correlated 
positively and causally with fi tness in that environment.

selection, successor. Successor selection is defi ned as selection through one cycle of replication, varia-
tion, and environmental interaction, which leads to differential replication, novel entities, and 
a changed distribution of population properties that correlates positively and causally with the 
fi tness of entities in that environment.

struggle for existence. The struggle for existence is the effort of an entity to survive and minimize 
degradation in the context of scarcity.

variation, principle of. The principle of variation holds that, when there is variation in a popula-
tion of evolving entities, there must be some explanation of how such variety is generated and 
replenished.

Weismannism. After August Weismann (1893), Weismannism is a doctrine denying the possibil-
ity of the (genotypic/replicator-to-replicator) inheritance of acquired (phenotypic/interactor) 
characters by individual organisms or entities in evolutionary processes. It establishes a special 
case of Darwinian evolution.
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