
Price Measurements 
and Their Uses 

Murray F. Foss, 
Marilyn E. Manser, 
and Allan H. Young 

The University of Chicago Press 

Chicago and London 

TRENT UNIVERSITY 
PETERBOROUGH, ONTARIO 

1993



M <c ,2s tiS NJoS 

Murray F. Foss is a visiting scholar at the American Enterprise Institute 

for Public Policy Research. Marilyn E. Manser is assistant commis¬ 

sioner for economic research, Bureau of Labor Statistics, U.S. Depart¬ 

ment of Labor. Allan H. Young is chief statistician. Bureau of Eco¬ 

nomic Analysis, U.S. Department of Commerce. 

The University of Chicago Press, Chicago 60637 

The University of Chicago Press, Ltd., London 

© 1993 by the National Bureau of Economic Research 

All rights reserved. Published 1993 

Printed in the United States of America 

02 01 00 99 98 97 96 95 94 93 12 3 4 5 

ISBN: 0-226-25730-4 (cloth) 

Copyright is not claimed for chap. 1 by Stephen D. Oliner, ''Comment'' 

on chaps. 3, 4, and 5 by Jack E. Triplett, chap. 6 by Paul R. Liegey, Jr., 

chap. 7 by Marshall Reinsdorf, chap. 8 by Thomas Betsock and Irwin B. 

Gerduk, and chap. 10 by Richard C. Ziemer and Pamela A. Kelly. 

Library of Congress Cataloging-in-Publication Data 

Price measurements and their uses / edited by Murray F. Foss, Marilyn E. 

Manser, Allan H. Young. 

p. cm.—(Studies in income and wealth; v. 57) 

“This volume contains part of the papers, discussion, and roundtable 

remarks presented at the Workshop on Price Measurements and Their 

Uses in Washington, D.C., on March 22-23, 1990”—Prefatory note. 

Includes bibliographical references and index. 

1. Price indexes—Congresses. 2. Computers—Prices— 

Congresses. 3. Semiconductors—Prices—Congresses. 4. Consumer 

prices indexes—Congresses. I. Foss, Murray F. II. Manser, 

Marilyn E. III. Young, Allan H. IV. Series 

HC106.3.C714 vol. 57 

[HB231] 

338.5'28—dc20 93-6874 

CIP 

© The paper used in this publication meets the minimum requirements of 

the American National Standard for Information Sciences—Permanence 

of Paper for Printed Library Materials, ANSI Z39.48-1984. 



National Bureau of Economic Research 

Officers 

George T. Conklin, Jr., chairman 

Paul W. McCracken, vice-chairman 

Martin Feldstein, president and 

chief executive officer 

Directors at Large 

John H. Biggs 

Andrew Brimmer 

Carl F. Christ 

George T. Conklin, Jr. 

Don R. Conlan 

Kathleen B. Cooper 

Jean A. Crockett 

George C. Eads 

Directors by University Appointment 

Jagdish Bhagwati, Columbia 

William C. Brainard, Yale 

Glen G. Cain, Wisconsin 

Franklin Fisher, Massachusetts Institute of 

Technology 

Saul H. Hymans, Michigan 

Marjorie B. McElroy, Duke 

Directors by Appointment of Other 

Marcel Boyer, Canadian Economics 

Association 

Reuben C. Buse, American Agricultural 

Economics Association 

Richard A. Easterlin, Economic History 

Association 

Gail Fosler, The Conference Board 

A. Ronald Gallant, American Statistical 

Association 

Robert S. Hamada, American Finance 

Association 

Geoffrey Carliner, executive director 

Charles A. Walworth, treasurer 

Sam Parker, director of finance 

and administration 

Peter G. Peterson 

Douglas D. Purvis 

Robert V. Roosa 

Richard N. Rosett 

Bert Seidman 

Eli Shapiro 

Donald S. Wasserman 

James L. Pierce, California, Berkeley 

Andrew Postlewaite, Pennsylvania 

Nathan Rosenberg, Stanford 

Harold T. Shapiro, Princeton 

Craig Swan, Minnesota 

Michael Yoshino, Harvard 

Arnold Zellner, Chicago 

Charles Lave, American Economic 

Association 

Rudolph A. Oswald, American Federation of 

Labor and Congress of Industrial 

Organizations 

Dean P. Phypers, Committee for Economic 

Development 

James F. Smith, National Association of 

Business Economists 

Charles A. Walworth, American Institute of 

Certified Public Accountants 

Martin Feldstein 

George Hatsopoulos 

Lawrence R. Klein 

Franklin A. Lindsay 

Paul W. McCracken 

Leo Melamed 

Robert T. Parry 

Organizations 

Directors Emeriti 

Moses Abramovitz Gottfried Haberler George B. Roberts 

Emilio G. Collado Geoffrey H. Moore William S. Vickrey 

Thomas D. Flynn James J. O’Leary 

Since this volume is a record of conference proceedings, it has been exempted from the rules 

governing critical review of manuscripts by the Board of Directors of the National Bureau (res¬ 

olution adopted 8 June 1948, as revised 21 November 1949 and 20 April 1968). 





Contents 

Prefatory Note 

Introduction 
Murray F. Foss, Marilyn E. Manser, and 

Allan H. Young 

I. High-Tech Products: Computers 

1. Constant-Quality Price Change, Depreciation, 

and Retirement of Mainframe Computers 

Stephen D. Oliner 
Comment (follows chap. 2) 

2. Price Indexes for Microcomputers: An 

Exploratory Study 

Ernst R. Bemdt and Zvi Griliches 

Comment (chaps. 1 and 2): Rosanne Cole 

II. High-Tech Products: Semiconductors 

3. Sources of Price Decline in Computer 
Processors: Selected Electronic Components 

Ellen R. Dulberger 
Comment (follows chap. 5) 

4. Cost Function Estimation of Quality Change 

in Semiconductors 
John R. Norsworthy and Show-Ling Jang 

Comment (follows chap. 5) 



viii Contents 

5. Measurement of DRAM Prices: Technology 

and Market Structure 157 

Kenneth Flamm 

Comment (chaps. 3, 4, and 5): Jack E. Triplett 

III. Quality-Change Issues in Consumer Prices 

6. Adjusting Apparel Indexes in the Consumer 

Price Index for Quality Differences 209 

Paul R. Liegey, Jr. 

Comment (follows chap. 7) 

7. The Effect of Outlet Price Differentials on 

the U.S. Consumer Price Index 227 

Marshall Reinsdorf 

Comment (chaps. 6 and 7): Joel Popkin 

IV. Transaction Prices 

8. The Problem of List Prices in the Producer 

Price Index: The Steel Mill Products Case 261 

Thomas Betsock and Irwin B. Gerduk 

Comment (follows chap. 9) 

9. Does Government Regulation Inhibit the 

Reporting of TVansactions Prices by Business? 275 
Murray F. Foss 

Comment (chaps. 8 and 9): Robert W. Crandall 

V. Price Indexes for Defense 

10. The Deflation of Military Aircraft 307 

Richard C. Ziemer and Pamela A. Kelly 

Comment: Arthur J. Alexander 

VI. BEA’s Treatment of Computer Prices and 

Productivity Measurement 

11. Panel Discussion: Implications of BEA’s 

Treatment of Computer Prices and 

Productivity Measurement 351 
Chair: Frank de Leeuw 

Statements: Edward F. Denison, Zvi Griliches, 

Charles R. Hulten, and Thomas K. Rymes 

Comments: Arthur J. Alexander, Edwin R. Dean, 

Rene Durand, and Michael Harper 



ix Contents 

Contributors 375 

Author Index 377 

Subject Index 381 



Prefatory Note 

This volume contains part of the papers, discussion, and roundtable remarks 

presented at the Workshop on Price Measurements and Their Uses in Wash¬ 

ington, D.C., on March 22-23, 1990. 
Funds for the Conference on Research in Income and Wealth are provided 

to the National Bureau of Economic Research by the Bureau of the Census, 

the Bureau of Economic Analysis, the Bureau of Labor Statistics, the Internal 

Revenue Service, Statistics Canada, the Department of Energy, and the Na¬ 

tional Science Foundation; we are indebted to them for their support. We also 

thank Murray F. Foss, Marilyn E. Manser, and Allan H. Young, who served 

as workshop organizers and editors of this volume. 

Executive Committee, March 1990 

Charles R. Hulten, chair 

Ernst R. Bemdt 

Geolfrey Carliner 
Christopher K. Clague 

Frank de Leeuw 

W. Erwin Diewert 

Zvi Griliches 

Stanley Lebergott 

Robert E. Lipsey 
Marilyn E. Manser 

Robert P. Parker 

Sherwin Rosen 

Charles A. Waite 

Volume Editors’ Acknowledgments 

We are very much indebted to Kirsten Foss Davis for arranging the confer¬ 

ence on which this volume is based. We would also like to thank two anony¬ 

mous referees for their helpful comments. Special thanks are due also to Ter¬ 

esa A. Price of the Bureau of Economic Analysis, Randa Murphy of the 

xi 



xii Prefatory Note 

American Enterprise Institute, and Patricia A. O’Neal of the Bureau of Labor 

Statistics for assistance in preparing the manuscript. 

We note with sadness and a deep sense of loss the death of Edward F. 

Denison on October 23, 1992. Best known for his pioneering work in growth 

accounting, Edward Denison made important contributions to the Conference 

on Research in Income and Wealth from the 1940s through the present 
volume. 



Introduction 

Murray F. Foss, Marilyn E. Manser, and Allan FI. Young 

This volume contains papers, comments on papers, and a panel discussion 

that were presented at the Workshop on Price Measurements and Their Uses, 

held by the Conference on Research in Income and Wealth in Washington, 

D.C., on March 22-23, 1990. The purpose of the workshop was to review 

current research, to consider how the research could be applied to the pro¬ 

grams of the federal statistical agencies—particularly the Bureau of Labor 

Statistics (BLS) and the Bureau of Economic Analysis (BEA)—and to iden¬ 

tify potential avenues of new research. The workshop brought together per¬ 

sons actively engaged in price measurement research with economists and 

statisticians in government agencies who collect prices, construct the official 

price indexes, and use those price indexes in preparing the national economic 

accounts and in economic analysis.1 
The subject matter of the conference, price indexes and how they are used 

to deflate the GNP and other broad aggregates, has not been of great concern 

to economists of late, although there have been a few notable exceptions.2 Yet 

no one doubts that the practical construction of price indexes bears directly on 

Murray F. Foss is a visiting scholar at the American Enterprise Institute for Public Policy Re¬ 
search Marilyn E. Manser is assistant commissioner for economic research, Bureau of Labor 
Statistics, U.S. Department of Labor. Allan H. Young is chief statistician. Bureau of Economic 

Analysis, U.S. Department of Commerce. 
Views expressed are those of the authors and do not represent official positions of the American 

Enterprise Institute, the Bureau of Labor Statistics, or the Bureau of Economic Analysis. 
1 The workshop did not attempt to provide an overview of the various types of price indexes 

that are produced and all the methodological issues relating to them. For that purpose, see U.S. 
Department of Labor (1988). For information on the preparation of constant-dollar GDP in the 
national economic accounts by BEA, see BEA (1987a, 1987b, 1988, 1990). In addition, Cart¬ 
wright (1986), Cartwright and Smith (1988), Cole et al. (1986), and Sinclair and Catron (1990) 

describe the computer price indexes prepared by the two agencies. 
2. In empirical work, these include Robert J. Gordon, Zvi Griliches, and Jack Triplett. 

1 



2 M. F. Foss, M. E. Manser, and A. H. Young 

how we perceive many of the most fundamental attributes of the economy, 

such as how much living standards and productivity have grown over the long 

run, how real wages in this country compare with those abroad, and, at a time 

of large budget deficits, how much the nation’s capital stock has increased. 

The measurement of price change for high-tech products was the main fo¬ 

cus of the workshop. Computers are now so important in the economy and 

their prices have fallen so much that careful measurement of their long-run 

price behavior is essential for the proper measurement of trends in real GNP 

or GDP, its investment components, and the capital stock. For example, when 

BEA introduced a new price index for computers in 1985, the growth rate of 

real GNP for the period 1982-88 was revised from 3.8 percent per year to 4.1 

percent. 

High-tech items were the subject of about half the workshop papers. The 

papers on personal computers and semiconductors break new ground with 

estimates of price change that differ from those from official government 

sources. Making use of the hedonic approach to price change—in the spirit of 

the 1985 IBM-BEA undertaking for the price of mainframe computers—the 

paper on personal computers arrives at a price decline that is much greater 

than the change shown by BEA for personal computers. In addition, an appar¬ 

ent anomaly is cleared up. It had been puzzling that, at the same time as 

official indexes of computer prices were showing dramatic decreases, the price 

index for semiconductors published by BLS was essentially flat. Any bias in 

the measured price of an intermediate good like semiconductors does not af¬ 

fect productivity growth for the entire private economy, but it does affect the 

allocation of productivity change among industries. 

It should come as no surprise that there is still debate over the use of the 

hedonic approach to quality adjustment in price indexes. The issues were 

joined in the panel discussion that came in the closing session of the work¬ 

shop, in which panelists were asked to discuss the implications of the treat¬ 

ment of prices of high-tech goods for the measurement of productivity 

change. The discussion among some of the major protagonists of a long- 

running controversy was enlightening, although it is doubtful that a meeting 
of minds between the two main camps emerged. 

The papers other than those concerned with high-tech products covered a 

variety of topics that have been dealt with before but remain in the category of 

unfinished business. Two have important implications for possible biases in 

the measurement of consumer prices. One reports on the recent introduction 

of hedonic techniques to adjust for quality change in apparel. The other takes 

up the shift of consumer purchases away from higher-price independent food 

stores to lower-price chain supermarkets, a substitution that the consumer 

price index (CPI) has never treated as a price decline. This is not just a ques¬ 

tion concerning the 1980s, the time period that was the focus of the paper. The 

boom in supermarkets dates from the early post-World War II period; indeed. 
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food chains were already prominent in the 1920s. Readers should find BEA’s 

treatment of military aircraft prices of interest in light of the discussion of 

computer prices. The paper on steel prices lends support to those who claim 

that price rigidity under conditions of weak demand is mainly a statistical 

illusion. Another paper presents the hypothesis that the Robinson-Patman 

Act, a law dating from 1936 that prohibits price discrimination, plays an im¬ 

portant role in this apparent rigidity. 

High-Tech Products 

BLS and BEA Approaches 

The papers on prices of high-tech products and the panel discussion reflect 

and build on recent developments in the federal statistical agencies. Because 

of the difficult conceptual and practical problems, BLS did not develop price 

indexes for computer equipment as part of the major PPI (producer price in¬ 

dex) revision that was begun in the late 1970s and was essentially completed 

by 1986. In contrast to the indexes for computers, BLS has for some time 

produced PPIs for semiconductors using the conventional approach to quality- 

change adjustment described below, but outside researchers have been critical 

of the indexes. 
BEA was aware of the rapid price declines for computers but did not have a 

satisfactory procedure for handling them. Until 1985, BEA used an assump¬ 

tion of no price change for computers in the calculation of constant-dollar 

GNP This assumption became increasingly untenable as purchases of com¬ 

puters by business and other sectors grew rapidly and as prices of computers 

continued to plummet. 
In 1985, following a cooperative research effort with IBM, BEA introduced 

a price index for computers in the U.S. national economic accounts. This 

development was a milestone in national economic accounting in that the use 

of the hedonic approach represented a distinct departure from the conven¬ 

tional approach to handling quality change in price measurement that had 

been employed by BLS and other statistical agencies in the United States and 

abroad.3 Among the price indexes for capital goods in the national income and 

product accounts, the index for computers and peripheral equipment is unique 

in its very rapid and prolonged decline. In the period 1972-84 covered by the 

IBM-BEA study, the index declined 83 percent, or about 14 percent per year. 

Under the conventional PPI approach to quality change, once BLS has de¬ 

termined that a specification change has occurred in an item being priced for 

3 The computer price index is not the first price index in the U.S. national accounts to be based 
on hedonic techniques. The first was probably that for single-family houses, which was developed 

at the Census Bureau and introduced into the accounts in 1974. 
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the PPI, it follows one of several procedures. If it has no data to make a spe¬ 

cific quality adjustment—the typical situation—two possibilities are open. If 

it decides that a specification change is “small”—using well-defined criteria 

for smallness—it ignores the change and treats any price difference from the 

previous month as pure price change. If the specification change is “large,” 

and if the new model has a higher price than the old model, BLS employs a 

linking procedure that treats all the observed price change as an improvement 

in quality. If the new model has a lower price, a zero quality change is as¬ 

sumed, and the difference in price is counted as a price decline.4 In those 

instances where specifications change and BLS obtains data from the respon¬ 

dent on the cost of that specification change, however, it uses cost as a mea¬ 

sure of the quality adjustment. Cost is the appropriate theoretical measure of 

quality adjustment in an output price index like the PPI and the method that 
BLS prefers. 

The hedonic approach uses a regression equation—the hedonic function— 

to relate the prices of individual models of a product to an array of major 

price-determining “characteristics” of the product. It can overcome those 

shortcomings of the conventional approach that assign all the observed differ¬ 

ence in price between new and old models either to price or to quality. 

In the IBM-BEA effort, the data on list prices and characteristics used were 

taken from publicly available sources and covered certain producers for the 

period 1972-84. For mainframe computer processors, the selected price¬ 

determining characteristics were main memory capacity and a summary mea¬ 

sure of the speed with which instructions are executed. In addition, the he¬ 

donic functions were modified in order to allow for the failure of the prices of 

existing models to adjust promptly to the prices of new models. This was 

accomplished by allowing for the coexistence of two (or more) sets of 

prices—one for products based on an old technology (or technologies) and 

the other for products based on a new technology. Procedures similar to those 

for processors were used for disk drives, printers, and general purpose dis¬ 
plays. 

The IBM-BEA effort of 1985 did not include a price index for microcom¬ 

puters (PCs), but BEA introduced such an index two years later. This index, 

unlike that for mainframes, was not based on hedonic techniques; it was in¬ 

stead a matched-model index. In a matched-model index, the price change 

associated with a new model is assumed to be the same as the price change of 

the continuing, that is, matched, models. The use of a matched-model index 

reflected partly the availability of data and partly BEA’s judgment that such 

an index would adequately capture the full price decline in the PC market. 

4. In the CPI, in contrast, when it is determined that a “large” specification change has occurred 
but no information is available to make a specific quality adjustment, the price change for that 
price quote is assumed to be the same as the price change of comparable goods. For additional 
detail on quality-adjustment procedures, see U.S. Department of Labor (1988). 
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In January 1991, BLS introduced a price index for computers within the 

PPI framework, following experimental presentation of the index in 1989 and 

1990. Given its relatively recent origin, it was not surprising that the index 

received only limited attention at the workshop.5 The BLS index differs from 

that prepared by BEA in that it is based on transactions prices collected from 

a probability sample of producers and does not rely exclusively on the hedonic 

approach for quality adjustments. The quality-adjustment methodology used 

in the BLS index is a composite of the conventional PPI approach, the hedonic 

approach, and the use of price change of matched models approach. Although 

the BLS and BEA indexes differ in implementation, the agencies view them 

as reflecting the same conceptual approach to price measurement, that is, the 

resource-cost approach.6 

Research Issues 

The workshop devoted much attention to several questions that arise in the 

measurement of prices of high-tech goods. One such question concerned the 

nature of markets for computers. Apparently, prices of old models do not 

promptly fall to match the performance-adjusted price of the new models. 

Why should this be so, and how is the phenomenon to be modeled? A second 

question concerned the extent to which other high-tech products display very 

rapid price declines. Two such products, both closely related to the mainframe 

computers included in the IBM-BEA study, were considered at the workshop: 

microcomputers (PCs) and semiconductors, an important input in the manu¬ 

facture of computers. Another question was whether list prices for mainframe 

computers (which were used in the IBM-BEA work on computers) are suit¬ 

able proxies for transactions prices. A fourth question, already alluded to, was 

of a different nature: Is the approach to price measurement represented by the 

BEA (and BLS) computer price index appropriate? Consideration of this 

question raises fundamental issues concerning the definition of output and 

capital and the purpose of productivity measurement. 

Computer Prices 

Stephen D. Oliner explored a relatively untapped data set on computers, 

namely, the asking prices for used IBM mainframe computers as compiled in 

the trade publication Computer Price Guide. He found that list prices serve as 

5. A paper on how the inclusion of electronic computing equipment price indexes would affect 
the capital equipment component of the PPI was presented at the workshop but is not included in 

this volume. 
6. In 1990, BEA began to use quarterly values of a weighted average of the BLS subindexes for 

thirty-two-bit and greater than thirty-two-bit word size computers to interpolate between annual 
estimates of its index for mainframe processors. BEA also began using the subindexes for sixteen- 
bit and thirty-two-bit word size computers in place of its matched-model index for PCs. In 1991, 
in the comprehensive revision of the national economic accounts, BEA introduced separate price 
indexes for imports and exports of computers and peripheral equipment. 
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reasonable proxies for transaction prices in this market. He also found that 

prices of old models do not promptly adjust to reflect the price declines occa 

sioned by the introduction of new models. Oliner’s results lend support to the 

rate of price decline for mainframe computers in the IBM-BEA study. Oliner 

also used the same data set to estimate the rate at which used IBM mainframe 

computers depreciate and analyzed data on the installed stock of IBM main¬ 

frames to derive the implied distribution of retirements. 
Ernst R. Bemdt and Zvi Griliches report on a hedonic study of PC prices 

that uses detailed data from the so-called list and discount U.S. markets for 

personal computers. The list market refers to the list prices as advertised by 

brand name manufacturers; the discount market, to prices as advertised by 

discount stores. An important aspect of the study is the authors’ consideration 

of how to treat time, age, and vintage variables econometrically within a he¬ 

donic equation. This issue arises because there is an identity between the year 

in which the model is observed and the sum of the year in which the model 

was first introduced and its age in years. 
Bemdt and Griliches’s results, which the authors characterize as prelimi¬ 

nary, suggest a rate of price decline of about 25 percent per year from 1982 to 

1988, substantially more than the 16 percent per year rate in the matched- 

model index for PCs used by BEA.7 Separate regressions for the list and dis¬ 

count markets provide little evidence that the rate at which PC prices decline 

differs in the two markets. Separate regressions for new, continuing, and ex¬ 

iting models suggest that the price decline for continuing models may be 

larger than the price declines associated with the introduction of new mod¬ 

els—the opposite experience from that observed for mainframe computers. 

Semiconductors 

Papers in this session addressed the question of whether it is reasonable that 

the PPI for semiconductors has not shown declines similar to the BEA com¬ 

puter price series. Papers by Ellen R. Dulberger, on the one hand, and by John 

R. Norsworthy and Show-Ling Jang, on the other, using different data and 

methodologies, conclude that semiconductor prices fell far more during the 

1970s and the first part of the 1980s than did the PPI series. Using trade data 

(Dataquest) on memory chips and various index formulas, Dulberger con¬ 

structs price series for so-called MOS memory chips. Her alternative chain 

price index series differ somewhat from one another, but all show consider¬ 

ably greater price declines than does a series she constructs to approximate 

the PPI fixed-based Laspeyres weighting procedures. Further, this fixed-based 

approximation itself falls far more rapidly than the official PPI series. Dulber¬ 

ger offers the hypothesis that delays in introducing new products into the PPI 

may be a major source of this difference. For example, she demonstrates that 

7. These rates of price decline are expressed as actual rates in order to be consistent with other 
studies; in their paper. Bemdt and Griliches present PC prices relative to the consumer price index. 
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the point at which dynamic random access memory (DRAM) chips (a type of 

MOS memory chip) are first introduced into a price index does indeed have a 

major elfect on the price declines subsequently recorded in such an index. 

Finally, although lack of suitable data prevents her undertaking a careful ex¬ 

amination of the question, Dulberger argues that, in view of the quality im¬ 

provements that have occurred in chips and the complex electronic compo¬ 

nents into which they are assembled, their prices should show declines like 

those in the BEA deflator for computer processors. 

In contrast to Dulberger’s direct price index construction approach, Nors- 

worthy and Jang investigate the extent of quality change in semiconductors by 

estimating a cost function and derived input demand functions for industries 

that use semiconductors. Their model is estimated separately using U.S. time- 

series data for 1968-86 for three four-digit industries: computers, telephone 

and telegraph apparatus, and other telecommunications equipment. Unmea¬ 

sured quality change in semiconductor input for each industry is specified to 

be related to a quality adjustment index that is assumed to depend on two 

characteristics of semiconductor industry output—density of DRAM chips 

and bit width of microprocessor chips. The coefficients of the two included 

characteristics variables are found to vary by using industry. However, the 

authors conclude that, for all three industries, the hypothesis of no character- 

istics-related quality change is strongly rejected. Norsworthy and Jang’s re¬ 

sulting quality-adjusted semiconductor prices fell even more rapidly than did 

the BEA computer price index. 
Kenneth Flamm produces price indexes for DRAMs. He focuses on a rela¬ 

tively short recent period, citing evidence that, for the first time in the history 

of the semiconductor industry, substantial and sustained increases in the 

quality-adjusted price of memory chips occurred in 1987 and 1988. He uses 

data on actual sales contracts for DRAMs in 1985-89 to estimate an econo¬ 

metric model of forward pricing in DRAMs. Contract length is found to have 

a generally small and insignificant role as a determinant of contract pricing. 

Overall, his results show much smaller price differentials between American 

and European purchasers of DRAMs than had been indicated in published 

Dataquest series. He constructs quality-adjusted price indexes by weighting 

together chips of a given density that differ in speed and “organization.” 

Flamm estimates that prices of 256K and 1M DRAM chips increased about 

68 percent and 44 percent, respectively, from 1986 to 1988. 
In his comment on the three semiconductor papers, Jack E. Triplett con¬ 

cludes that they all indicate that the PPI sampling mechanism has not worked 

for this industry. Much discussion about the problem of improving price in¬ 

dexes for industries experiencing rapid technological change has focused on 

the need to introduce new samples into the PPI more frequently. This is a 

problem that BLS has recognized for many years. Dulberger’s finding of a 

significant effect of “introduction delays” on an index for DRAMs, if also true 

for semiconductors in general, would imply that extremely rapid introduction 
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of new samples is needed. Triplett suggests an alternative, not for producing 

indexes on a current monthly basis, but rather for producing indexes for ana¬ 

lytic purposes. Using this approach (which is similar to a proposal by the 

French statistical agency), hedonic methods would be used on available indus¬ 

try data on list prices and characteristics of all the products produced by 

the industries, and the PPI sampling methodology would be reoriented to 

collect discounts by product class that would be used to correct the hedonic 

indexes. 

Panel Discussion: Implications of BEA’s Treatment of Computer Prices and 

Productivity Measurement 

The panel discussion was organized for the purpose of exploring issues 

raised by Edward F. Denison in his 1989 book Estimates of Productivity 

Change by Industry, which was highly critical of the computer price index 

introduced by BEA at the end of 1985. 
Denison is concerned about the size of the declines in computer prices and 

the elfect of these declines on the measurement of real GNP for the business 

sector, real business investment and capital stocks, and national income, de¬ 

preciation, and profits expressed in current year prices. The first part of 

Denison’s discussion essentially reiterates his view as presented in his 1989 

book. Denison prefers that capital be measured in terms of consumption for¬ 

gone, advocating an approach to the measurement of capital and productivity 

change similar to that set forth some years ago by Thomas K. Rymes, another 

member of the panel. Denison did not address in detail the consumption- 

forgone aspect, but it was taken up more fully by Charles R. Hulten as well as 

by Rymes. 
If capital goods are always changing in quality, how is it possible to main¬ 

tain a continuous time series of capital goods prices? Aside from his funda¬ 

mental preference for the consumption-forgone approach, Denison notes the 

availability of other options. One method is to equate different products at a 

common date according to their costs. Another possibility, which Denison 

would prefer, is to equate different products according to value to the user, that 

is, by the value of their marginal products. However, information of this kind 

is ordinarily not known, and the method is rejected on practical grounds. 

Denison concludes that the new method that BEA has adopted for computers 

is neither of these approaches. BEA compares different computers according 

to the main characteristics that users are interested in, namely, memory and 

speed. In Denison’s view, this exaggerates the extent of the price decline by 

focusing solely on computer performance and ignoring the labor and other 

costs that the user must incur. 

Bringing in an argument made by Triplett (1991), BEA maintains that it has 

not changed its method of treating quality change because, in equilibrium, 

marginal costs and marginal revenues are equal. In response to this issue, 
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Denison says that Triplett’s point is not as useful as it seems. One is still faced 

with the problem of comparing a new model with an older one that may no 

longer be on the market and for which an imputation must be made. Imputa¬ 

tions may differ according to the method used. 

Denison also raises a timing issue, claiming that new products are intro¬ 

duced prematurely so that the price drop is accentuated. That is, BEA links 

the new item at too early a stage on the learning curve. Finally, Denison notes 

that, by using fixed price weights, BEA exaggerates the contribution of com¬ 

puter output to the growth of real GNP, thereby overstating GNP growth. 

Griliches believes that linking computers by performance characteristics in 

hedonic equations is indeed the proper approach because these are the char¬ 

acteristics that buyers are mainly interested in. He also takes issue with Deni¬ 

son about the appropriate date for introducing new models. If new models 

have few purchasers at their very high introductory prices, that is simply a fact 

of the market. It means that the weight is very small, but the price drop as the 

new product gains acceptance and production costs fall is no less real. 

Although in advocating the use of consumption forgone to measure capital 

Denison gives up on ever being able to deflate specific capital goods by spe¬ 

cific goods deflators, Griliches maintains that such a lack of comparability 

exists as much at the consumer level as at the level of capital goods. He con¬ 

cedes, however, that, at the aggregate level, deflating capital by a consumer 

price index might be useful for welfare measurement. 
Rymes, like Denison, is concerned with the proper identification of the 

sources of output growth. When the price of a new capital good is linked to 

the price of an existing capital good at a common date according to resource 

cost (or price)—the conventional approach—some of the technological im¬ 

provement embodied in the new capital good is assigned to capital. This ap¬ 

proach to quality adjustment keeps capital goods prices relatively low and, as 

a consequence, the volume of real investment and the capital stock relatively 

high. In Rymes’s view, this is an overweighting of input quantity and results 

in an underweighting of productivity increase. As he sees it, such distortion 

can be observed as one moves from, say, final demands to intermediate indus¬ 

tries: semiconductor inputs will be overweighted and productivity under¬ 

weighted in the computer industry; likewise, ceramic inputs may be over¬ 

weighted in the semiconductor industry. Rymes argues that quality-adjusted 

price indexes, like BEA’s new computer price index, exacerbate a problem 

that existed before the computer revolution; indeed, they make it difficult, if 

not impossible, to derive a useful measure of productivity change as a com¬ 

ponent of output growth either in the aggregate or by industry. 
Rymes wants to exclude from the capital stock the technological component 

that has traditionally kept capital goods prices relatively low and, in the case 

of BEA’s mainframe computer index, is keeping them even lower. In his view, 

all that should be reflected in the capital stock is what is needed to sustain the 
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level of output. Rymes advocates use of an approach attributable to Roy Har- 

rod (and implemented by Laurence Read) where distinctions between capital 

and technological change are more clearly maintained. 
Although Hulten was not the last speaker, his remarks provide a clarifica¬ 

tion of the Rymes-Denison consumption-forgone approach versus the conven¬ 

tional (capital goods deflation) approach. The conventional way of measuring 

capital stock is as the sum of past investment adjusted for the using up of 

capital. In Rymes’s view, since with the passage of time technological change 

makes it possible to lessen the amount of resources needed to reproduce a 

given stock of capital, factor input should be limited to the amount of saving 

(consumption forgone) required to reproduce such a stock. 
Hulten’s analysis concludes that, whereas the controversy had previously 

been viewed as a debate over the appropriate definitions of output and capital 

for growth analysis, it really boils down to a difference in objectives for pro¬ 

ductivity analysis. In the Rymes-Denison view, the conventional measure of 

capital includes a component that is more properly classified as technical 

change. Their preferred measure of total factor productivity would exclude 

this component from capital. In Hulten’s opinion, both approaches are correct 

for answering different questions. The approach that uses the conventional 

definition of capital and total factor productivity answers the question of how 
much the production function has shifted relative to a given capital-labor ra¬ 

tio. The Denison-Rymes approach answers the question of how much more 

output growth there is because of technical change, that is, the initial rise in 

output associated with the improved technology and, in addition, all subse¬ 

quent increases in output that follow in its wake. 
In the discussion that followed, most of the panelists expressed agreement 

with Hulten’s proposition that there are two approaches to productivity mea¬ 

surement and that they answer different questions. Griliches, in particular, 

prefers to measure productivity change in terms of observed prices and quan¬ 

tities in an industry and to be able to relate it to such factors as research and 

development in the “industry.” He would prefer to deal with the effect of the 

additional capital that is induced by technological change in a subsequent 

stage of analysis. Rymes disagreed with Griliches with respect to which ap¬ 

proach is most relevant in considering the effects of technical progress. 

Thus, much of the discussion focused on the first of Denison’s two points 

(the consumption-forgone standard). To the extent that Denison’s second 

point was discussed, none of the other panelists agreed with him that the BEA 

computer price is inappropriate, although the measurement of prices of com¬ 

puters and other high-tech goods is not a closed matter. There was general 

agreement on the distorting effect of the interaction of the computer price 

index and BEA’s use of fixed price weights in calculating real GNR This 

particular problem has been recognized by BEA; in early 1992, the Bureau 

introduced alternative measures of GDP in which the weights are changed at 

more or less frequent intervals. 
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Quality-Change Issues in Consumer Prices 

The papers in this section deal with two aspects of the treatment of quality 

change that may lead to bias in consumer price measures if not taken into 

account. The first is the widely discussed problem that arises when products 

disappear and are replaced with new versions. The second concerns changes 

in quality that may be associated with shifts among types of retail outlets. 

Presently, all price-level differences between outlets are implicitly assumed in 

the CPI to correspond to quality differences, but, to the extent that that is not 
the case, there will be an upward bias in the index. 

Paul R. Liegey, Jr., reported on research to adjust apparel commodities in 

the CPI for quality change. Many apparel commodities are marketed on a 

seasonal basis, with one or more markdowns from the introductory price dur¬ 

ing the course of the season. For these commodities, price increases by and 

large occur only at the time of introduction. Standard CPI linking procedures 

would not work if applied to this market, and there was concern that the spe¬ 

cial procedures used by BLS might have led to an understatement of price 

changes. 

Liegey reports on the experimental use of hedonic techniques for introduc¬ 

ing replacement items for two types of apparel—women’s coats and jackets 

and women’s suits. For women’s coats and jackets, the use of the hedonic 

technique gives an annual price change from October 1988 to October 1989 

almost 4 percentage points larger than that in the published CPI, suggesting a 

downward bias in the index. For women’s suits, the hedonic technique results 

in an annual change over half a percentage point less than the published index. 

Liegey suggests that this difference in outcome for women’s suits may reflect 

a differential rate of success among the apparel components in excluding qual¬ 

ity change from the published price change. Liegey also reports that BLS 

began to use hedonic techniques in the CPI in January 1991 for about twenty 

types of apparel. 
Marshall Reinsdorf considers whether the CPI accurately reflects the shift 

of purchases away from full-price and high-price stores to chains and other 

lower-price retail outlets. Although Denison raised this issue some thirty 

years ago as a potential source of upward bias in retail price measures, it is 

only very recently that economists have begun to pay attention to it again. The 

theoretical problem is in some ways analogous to the bias in a cost-of-living 

index with fixed weights when consumers shift their purchases as relative 

prices change. Comparing prices at outlets linked into the CPI with those at 

the outlets they replaced, Reinsdorf finds a potential for an upward bias in the 

food-at-home component of the CPI (about 0.25 percent per year, assuming 

that everything else is comparable). In another part of the paper, he presents 

some comparisons of food items as carried in the CPI, on the one hand, and 

as shown by BLS in the “average price” series for specific food items paid by 

urban consumers. From January 1980 to January 1990, with few exceptions, 
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the prices of the food items in the CPI went up about 2 percent per year more 

than the corresponding items in the “average price” series. In Reinsdorf’s 

view, this may reflect a lower quality of services offered by the lower-price 

outlets, but the differences are sufficiently striking to warrant continued inves¬ 

tigation. 

Transactions Prices 

The PPI is designed to measure changes in transactions prices of producers; 

the official definition is “changes in net revenues received by producers.” 

Thomas Betsock and Irwin B. Gerduk of BLS describe the difficulties that the 

Bureau experienced in obtaining transactions prices from steel producers, 

who had typically reported list prices for the PPI. In 1985, actual market 

prices for sheet steel were far below list prices. For BLS, reporting difficulties 

reached crisis proportions in the fall of that year, when producers finally re¬ 

duced list prices to reflect actual market prices more accurately but at the same 

time curtailed buyers’ discounts and thus raised their actual realized prices 

over immediately preceding market levels. For PPI purposes, BLS chose to 

take the level correction at the cost of missing a month-to-month price rise. 

Although major producers continued to report list prices through the 1980s, 

there is reason to believe that the steel industry had a change of heart in 1990 

and is now showing much more genuine cooperation with BLS. Since the end 

of 1989, one cannot help but be impressed by the differences in the paths 

traced by transactions prices for sheet steel, on the one hand, and list prices, 

on the other. 
Murray F. Foss’s paper deals with the same problem of obtaining accurate 

transactions prices from business for the PPL He hypothesizes that the exis¬ 

tence of the Robinson-Patman Act, which makes price discrimination illegal 

except under certain conditions, inhibits many businessmen from reporting 

transactions prices because they may be making price concessions that either 

are or might be viewed as being in violation of the law. In the fieldwork for 

their 1970 study of industrial prices, Stigler and Kindahl found that business¬ 

men were reticent about reporting selling prices because of the Robinson- 

Patman Act. Although government enforcement of Robinson-Patman over the 

last several years has been greatly reduced, the threat of private suits remains. 

Foss believes that BLS might be able to enlist better reporting by business for 

the PPI if it encouraged producers to report averages (of several transactions) 

to a greater extent, such as is now being done with steel producers. 

Price Indexes for Defense 

Richard C. Ziemer and Pamela A. Kelly give a very detailed description of 

the complex procedures used by BEA to deflate defense purchases in the GNP. 

As an aid in exposition, they set up a numerical “model” involving hypothet- 



13 Introduction 

ical aircraft that describes how improvements in various types of aircraft are 

treated. Quality is said to change if there is a physical change in an aircraft 

type that permits the aircraft to fulfill its mission better in the opinion of the 

Defense Department. Adjustments are made on the basis of costs; that is, the 

value of a quality improvement is measured by the cost of the improvement. 

The authors also describe how BEA deals with the “learning-curve” phenom¬ 

enon, that is, the decline in costs as production of a new defense item in¬ 

creases. 

Arthur J. Alexander criticizes the use of cost as a measure of quality change 

for defense goods because improved products can be made at costs that are 

lower than those of older products. This has been a commonly voiced criti¬ 

cism of BLS’s and BEA’s treatment of quality change of capital goods. Draw¬ 

ing on his own research, Alexander cites examples of improved aircraft en¬ 

gines that were introduced at lower costs than the costs of the engines that 

were replaced. The improvements, which took the form of greater reliability 

and reduced maintenance costs, were the result of increased experience on the 

part of the engine manufacturer and substantial expenditures of research and 

development funds supplied by the Department of Defense. 

Directions for Future Research 

What was presented and commented on at the workshop suggests the im¬ 

portance of additional research on these topics. This is especially true of the 

high-tech field, where the development of price indexes of high-tech products 

that adequately account for quality change moves ahead at a slow pace while 

such products are proliferating. Continued investigation of quality adjustment 

procedures for items where technical change is rapid is extremely important. 

In addition, research is needed on alternative practical methods for data col¬ 

lection in these cases, such as suggested by Triplett. 
If the proper measurement of prices of computer products is a contemporary 

concern, it is fair to ask how important high-tech products were treated in 

official price indexes in the past. Erwin Diewert raised this point in his paper 

at the fiftieth anniversary conference in 1988 (see Diewert 1990). Automo¬ 

biles were not introduced into the CPI until 1935, when total passenger car 

registrations in the United States exceeded 22 million. The nature of the price 

index was doubtless a major consideration because the CPI of its day covered 

only urban wage earners and clerical workers, who typically did not purchase 

new passenger cars. Checking the historical record in this regard could have 

important implications for measuring the growth of real output and productiv¬ 

ity in the early part of the twentieth century. 
The workshop raised questions about the proper treatment of military goods 

such as aircraft. The present BEA procedure apparently ignores maintenance 

aspects of quality that must be important to the military. In addition, Robert 

Gordon has recently published price indexes for commercial aircraft that be- 
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have quite differently from the BEA prices for military aircraft (see Gordon 

1990). 
Several areas apart from high-tech products merit further investigation. The 

experience with steel sheet prices is probably not unique, and the reporting of 

list prices is probably not uncommon. There is a large body of price data on 

purchases of common civilian items by the U.S. General Services Administra¬ 

tion that could be used to compare with revised PPI data since the late 1970s, 

especially during recessions. Research by Reinsdorf has shown the possibility 

of a large seller substitution bias for food at home and for gasoline; further 

work, using hedonic methods, is needed to develop point estimates. In addi¬ 

tion, studies of seller substitution bias for other goods would be important. 

Research on a broad range of price measurement issues and development of 

new or improved price series would benefit from both increased availability of 

data from private-sector sources and increased use of micro data within the 

statistical agencies. Studies of particular industries are needed, such as that 

being carried out by Bemdt, Griliches, and Rosett (1992) for pharmaceuticals 

using data provided by several firms within the industry. More cooperative 

undertakings, such as that employed in the IBM-BEA computer project, 

might be a helpful approach. For increased use of government-collected micro 

data to be possible, improved support for longitudinal micro data files is 

needed. 
Some issues in the price measurement field that were not addressed at the 

workshop are of major importance for future research. Development of con¬ 

sumer price measures for the flow of services from durable goods is one ex¬ 

ample. Another is the choice of alternative functional forms for price indexes, 

the practical importance of which has been clearly demonstrated, especially 

for investment goods (Young 1992; Triplett 1992). Theoretical work on de¬ 

fining the output of service-sector industries is a necessary first step in 

development of price indexes or in improvement of existing indexes for serv¬ 

ices; this topic was the focus of a separate National Bureau of Economic 

Research/Conference on Research in Income and Wealth conference also held 

in 1990 (see Griliches 1992). The appropriate treatment in price indexes of 

government-mandated pollution and safety equipment is still debated. For 

some purposes, measures of well-being more general than real personal con¬ 

sumption or real gross domestic product may be of interest, and these would 

require development of corresponding price measures. It should be obvious 

that price research is a field where much remains to be done. 
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High-Tech Products: Computers 





1 Constant-Quality Price Change, 
Depreciation, and Retirement of 
Mainframe Computers 

Stephen D. Oliner 

Over the past two decades, business equipment spending has shifted away 

from heavy machinery and motor vehicles toward “information-processing” 

equipment, particularly computers. Indeed, between 1970 and 1990, the Bu¬ 

reau of Economic Analysis (BEA) estimates that constant-dollar investment 

in office and computing equipment grew at an annual rate of 18.1 percent, far 

above the 3.3 percent growth averaged for the remaining categories of produc¬ 

ers’ durable equipment. Given the increasing use of computers by U.S. busi¬ 

nesses, estimates of price change for these goods are of substantial impor¬ 

tance. 
Two distinct facets of price change for computers can be studied. First, how 

rapidly have the prices of computing equipment fallen over time? Any mean¬ 

ingful answer to this question must adjust for the enormous improvements in 

the power of computers. Such estimates of constant-quality computer prices 

are needed not only to deflate investment outlays for computing equipment 

but also to calculate output in the computer industry and to construct broad 

indexes of inflation. In recent years, considerable work has been done to esti¬ 

mate constant-quality prices for computing equipment (for a comprehensive 

review of this literature, see Triplett 1989). Moreover, as described in Cart¬ 

wright (1986), the results of this work have been used to construct price mea¬ 

sures in the national income and product accounts. Nonetheless, this literature 

is still in its early stages, and much further work is needed to sharpen the 
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results obtained to date. In particular, all the recent studies reviewed in Triplett 

(1989) employ manufacturers’ list prices, leaving open the possibility that the 

resulting estimates do not adequately characterize the behavior of actual trans¬ 

action prices. 
A second aspect of price change for computers concerns the rate at which 

the value of this equipment declines with age—that is, the rate of deprecia¬ 

tion. For a cohort of computers installed at a given time, depreciation of the 

cohort reflects both the price decline for the equipment remaining in service 

as the cohort ages and the increase in the proportion of units retired from 

service, for which price is assumed to be zero. Such estimates of cohort de¬ 

preciation are a vital input for calculating capital stocks. In contrast to the 

substantial effort undertaken to estimate constant-quality prices for comput¬ 

ers, the literature on depreciation and retirement of these goods is surprisingly 

sparse. There appears to be no systematic study of retirement patterns. And 

the most commonly cited estimate of economic depreciation for office and 

computing equipment, that of Hulten and Wykoff (1981b), is based solely on 

prices for typewriters (see Hulten and Wykoff 1979, 87), for lack of price data 

on computers. 
This paper provides new estimates of the rate of economic depreciation and 

the rate of constant-quality price change for a large sample of IBM mainframe 

computers. These estimates are derived from a rich and virtually untapped 

source of data, the Computer Price Guide, a quarterly bluebook that lists ask¬ 

ing prices in the secondhand market for commonly traded models of IBM 

computer equipment. The paper also analyzes separate data on the installed 

stock of various IBM mainframe models to derive the implied retirement pat¬ 

tern for these computers and to construct estimates of cohort depreciation. 

The value of the paper is in bringing new data to the analysis of long-standing 

and important pricing questions. 

The paper is organized as follows. Section 1.1 identifies the primary deter¬ 

minants of price for IBM mainframe computers in the secondhand market. On 

the basis of this discussion, section 1.2 specifies the “hedonic” price equations 

used to estimate constant-quality price change and depreciation for my sample 

of IBM mainframes. Section 1.3 describes the price data in more detail and 

discusses the construction of other variables used in the econometric work. 

Section 1.4 estimates constant-quality price change for my sample, using both 

IBM list prices and the corresponding asking prices in the secondhand market. 

This section examines whether the results obtained in previous studies with 

list prices are altered when the analysis is redone with secondhand prices, 

which should reflect any discounting from list by IBM. Section 1.5 presents 

the empirical results concerning depreciation and retirement, and section 1.6 

uses these results to assess potential biases in BEA’s published gross and net 

capital stocks for office and computing equipment. Section 1.7 summarizes 

the findings of the paper. 



21 Price Change, Depreciation, and Retirement of Mainframe Computers 

1.1 A Pricing Model for IBM Mainframe Computers 

This section lays out a model for the price of IBM mainframe computers. 

The goal is to motivate the econometric equations used below to estimate price 

change for these assets. I pay particular attention to the concept of age that 

belongs in the econometric equations. 
Perhaps the most distinctive feature of the secondhand market for IBM 

mainframes—in fact, for all IBM computing equipment—is that the age of 

the particular unit for sale is irrelevant to market participants. Indeed, in the 

Computer Price Guide, age is never listed as part of the description of the 

computer. Thus, two IBM model 360/30 mainframes, one shipped from IBM 

in 1965 and the other in 1967, are perfect substitutes in the market. This lack 

of concern for age results directly from IBM’s unique policy for maintaining 

its equipment. Subject to certain conditions, IBM will provide maintenance 

service for a monthly fee that may vary across models but does not vary a- 

cross different units of a given model.1 Effectively, IBM supplies insurance 
against the purchase of a lemon. The buyer of any IBM mainframe computer 

can expect it to perform like new by paying a fee that is unrelated to the age 

of a particular unit. As a result, the market does not care about such age dif¬ 

ferences. 
Although all units of a given model will sell at the same price, a second 

concept of age is relevant for pricing. Define model age as the time that has 

elapsed since the first shipment of a model. The IBM 360/30 was first shipped 

in 1965; thus, all 360/30 units had a model age of ten years in 1975. Similarly, 

all units of the 370/145 model, first shipped in 1971, had a model age of four 

years in 1975. The 370/145, the younger model, would be expected to com¬ 

mand a higher price than the 360/30 at any given time for two reasons. First, 

the 370/145 is the more powerful computer, thereby generating higher rental 

income in each period of use. Second, the 370/145 likely has more periods of 

profitable use remaining before obsolescence causes retirement to occur. 
To obtain a mathematical expression that relates IBM mainframe prices to 

model age and other factors, I begin by assuming that the market for these 

assets is in equilibrium; the assumption of equilibrium is relaxed later in the 

section. Let z(v) denote the vector of characteristics embodied in a mainframe 

model first shipped in period v, and let t = t - v denote the age of this 

model at time t; z(v) can thus be written as z(/ - t). Next, let R[z(t - t), t, 

t] denote the net rental income generated in period t by a mainframe of model 

age t that embodies the vector of characteristics z. R(-, •, •) depends (1) on 

1 IBM will offer this contract to any purchaser of IBM computing equipment that is in good 
working condition [at the time of sale] and was covered under an IBM maintenance agreement in 
the previous location” (Computer Price Guide, January 1986, 43). Given the adverse effect on 
resale value of failing to meet these rather mild conditions, almost all IBM equipment qualifies 

for the maintenance agreement at resale. 
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z(t - t), because these performance features determine the real services pro¬ 

vided by the mainframe; (2) on time, because price changes affect the nominal 

value of these services; and (3) on a separate argument in t, as a way of cap¬ 

turing the influence of factors, others than z, that may be correlated with 

model age. 
One factor included in (3) would be differences in IBM maintenance fees 

across models; for a model nearing obsolescence, the cost of IBM mainte¬ 

nance effectively becomes infinite at the time IBM terminates service con¬ 

tracts for the model. Another age-related factor would be the expense of keep¬ 

ing personnel trained to operate older models that may be used only on an 

infrequent basis.2 Finally, as an empirical matter, z likely omits certain per¬ 

formance characteristics that contribute to value. If these omitted characteris¬ 

tics are correlated with model age, t will act as their proxy. For all these 

reasons, a general formulation of net rental income should include a separate 

argument in model age. 
Given this specification of net rental income for IBM mainframes, the pur¬ 

chase price can be expressed as the present value of future net income flows. 

This price will depend on all the factors that influence rental income and can 

thus be written P[z(t — t), t, t], P(-, \ •) is a general expression for the price 

of a new or used IBM mainframe computer and can be regarded as a “he¬ 

donic” function that relates price to its basic determinants (for an introduction 

to hedonic functions, see Triplett 1986). P(-, •, •) differs from the hedonic 

function for other durable goods only in the way that age has been defined. 

Typically, the measure of age that enters P(-, •, •) is the span of time over 

which a particular unit has been in use. This specification makes sense for 

goods that deteriorate with use (such as automobiles). However, as argued 

earlier, this concept of age is irrelevant in the market for IBM computing 

equipment. Age becomes important for pricing only when used at the level of 

distinct models, which have different embodied characteristics and input re¬ 

quirements. 

Thus far, I have assumed that the market for IBM mainframes is in equilib¬ 

rium, in that all models lie on a single pricing surface P[z{t — t), r, t]. That 

is, after controlling for the effects on price of the characteristics z, time, and 

model age, there are no price differences across models. Fisher, McGowan, 

and Greenwood (1983) argued that such an equilibrium seldom prevails for 

computers, as the prices of existing models are not immediately marked down 

to compete with the lower constant-quality price of a new model. Dulberger 

(1989) found empirical support for slow repricing on the basis of list prices 

2. Note that I have specified net rental income to be a function of labor costs. Implicitly, I have 
a “putty-clay” model of computer operations in mind: firms can choose from a range of computers 
with different labor requirements, but these requirements are fixed once a particular computer has 
been installed. With fixed proportions ex post, net rental income equals gross income minus re¬ 
quired labor costs. 
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for a sample of IBM and plug-compatible mainframes. Her data suggest that 

two distinct price regimes tend to exist in that market just after the introduc¬ 

tion of a new technology: one regime for models embodying best-practice 

technology and a higher-priced regime for the set of nonbest models. Eventu¬ 

ally, the nonbest models either get repriced down to compete with the best- 

practice models or leave the market. Although Dulberger’s findings suggest 

that each occurrence of disequilibrium is temporary, nonbest models will, on 

average, carry a price premium because they spend some time in the higher- 

priced regime. (Similar evidence of disequilibrium in the market for disk 

drives is presented in Cole et al. 1986.) 
The hedonic function P(-, •, •) can be modified to allow for multiple re¬ 

gimes by introducing an argument that shifts the surface. Let B(v, t) equal one 

if the vintage v model embodies best technology at time t, and let B{v, t) 

be greater than one if the model has nonbest technology at time t. Noting 

that B(v, t) = B(t - t, t), the hedonic function that incorporates disequilib¬ 

rium is 

(1) P[z{t - t), t, t; B(t - t, t)], 

with dP/dB > 0. Expression (1) captures the idea that nonbest models tend to 

lie on a higher hedonic surface than best-technology models. 
The types of price change studied in this paper can be written as derivatives 

of the natural log of expression (1). The first is the rate of constant-quality 

price change over time, d In(P)/dt. This partial derivative measures the rate of 

price change over time conditional on a fixed set of embodied characteristics, 

a fixed value of model age, and a single hedonic surface. It is a pure measure 

of inflation that abstracts from changes over time in the mix of mainframes 

being priced. 
The second dimension of price change is the rate of depreciation—the 

change in asset price with age, holding time fixed. Typically, the rate of depre¬ 

ciation is defined to include all age-related effects on price and would thus be 

measured in expression (1) as the total derivative 

d ln(P) _ . d In(P) dz d In(P) d ln(P) dB 
(2) -t fixed = —-— • ~ d r r ^ • 
K J dz 0T dT dB dT 

Narrower measures of the age-related change in price can also be defined. One 

such measure is the rate of depreciation that controls for differences across 

models in the embodied characteristics z. This measure equals the sum of the 

second and third terms on the right-hand side of equation (2). An even nar¬ 

rower concept of age-related price change is simply the partial derivative of 

price with respect to t, the second term on the right-hand side of the equation. 

Section 1.6 below explores the appropriate choice among these alternative 

measures. 
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1.2 The Econometric Model 

The previous section identified the variables that affect the price of IBM 

mainframe computers. These variables include performance characteristics, 

time, model age, and an index that distinguishes models with best-practice 

technology from all others. Theory alone, however, cannot determine the 

form of the estimating equation. Following the tradition in the hedonic litera¬ 

ture on computer prices (see Triplett 1989, table 4.2), I adopt the double-log 

form for the relation between price and the characteristics z in the econometric 

equation. For a single hedonic surface, the double-log assumption yields an 

estimating equation of the general form 

(3) In P = a + 2 p. ln(z,.) + f{t) + h{t), 
i 

where f(t) and h(t) are functions of time and model age, respectively. The 

usual specification off(t) in hedonic equations uses a dummy variable for each 

time period. Because my data set has relatively few observations per period, I 

economize on degrees of freedom by specifying both /(?) and h(t) to be fifth- 

order polynomials. These polynomials are of high enough order to capture a 

wide range of time- and age-related price movements. Equation (3) then be¬ 
comes 

5 5 

(4) In P = a + X p. ln(z(.) + X 7/ + 2 
' j=i j=i 

For mainframe computers, the consensus view is that two characteristics 

largely determine the quality of a given model: speed of computation and 

main memory capacity (again, see Triplett 1989). Although the measurement 

of memory capacity is straightforward, there is no universally accepted index 

of speed, in large part because the speed of a processor depends on its mix of 

tasks. A crude measure of overall speed—which has been adopted in most of 

the recent empirical studies in this area—is millions of instructions processed 

per second, the MIPS rating. I specify z to consist of the model’s MIPS rating 
and its main memory capacity. 

To allow for multiple price regimes, I generalized equation (4) to have dif¬ 

ferent constant terms for best and nonbest models. Moreover, I let the poly¬ 

nomial function in t differ across these two sets of models to accommodate 

possible shifts over time in the gap between the two price surfaces. Given this 

generalization, a rule is needed to distinguish models with best-practice tech¬ 

nology from all other models. Dulberger (1989) defined best-practice models 

at time t as those having main memory chips with the greatest density then 

available. She argued that advances in semiconductor technology, which his¬ 

torically have driven the improvements in performance of computer proces¬ 

sors, are highly correlated with increases in chip density. Thus, chip density 
acts as a proxy for the level of embodied technology. 
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Following Dulberger’s argument, I assigned each model to a technology 

class on the basis of the density of its memory chip. For example, all models 

with 64KB (kilobit) chips were placed in a single class, those with 288KB 

chips were put in a second class, and so on. Given these class assignments, I 

defined a dummy variable BEST, which took the value of one for models in 

the class with the densest chip available at the time of the price observation 

and zero for other models. Now, the generalized version of equation (4) can 

be written 

(5) in p = a, + a2BEST + (3, ln(MIPS) + (32 ln(Memory) 

5 5 

+ X (7; + tt,BEST)P + X8,t'- 
j=i J=l 

In the previous section, I argued that prices of mainframe computers likely 

depend on model age (but not the age of individual units of that model). Price 

might also be related to a second concept of age, one based on the model’s 

technology class. To illustrate the distinction between these two measures of 

age, note that IBM began shipping mainframes with 64KB memory chips in 

1979. However, the first shipment of its model 3081-K, which also used the 

64KB chip, was not until 1982. The age of the 3081-K in 1982 would be zero 

when defined in terms of the model itself but three years when defined in 

terms of the technology class. A priori, it is not clear which of these concepts 

of age is more closely correlated with obsolescence of IBM mainframes, and 

I use both age measures in the empirical work below. 
Finally, I added a dummy variable to equation (5), denoted NEW, that 

equals one if the price observation refers to a new unit and zero if not. New 

IBM mainframes often trade in the secondhand market, as dealers place orders 

with IBM for equipment in short supply and then resell the equipment to firms 

wanting immediate delivery. From the viewpoint of performance, new and 

used units are identical. However, tax considerations are likely to make the 

new unit sell for a higher price in the secondhand market than the same unit 

used. During most of my sample period, new computing equipment was eli¬ 

gible for an investment tax credit—which ranged up to 10 percent of the unit’s 

purchase price—while the credit was highly restricted for used equipment. 

Adding the NEW dummy variable to the estimating equation yields 

(6) in P = a, + a2BEST + (3, ln(MIPS) + (32 ln(Memory) 

5 5 

+ + ^BESTW + Xv + p*new, 
7=1 1 J=l 

3 The investment tax credit was eliminated in 1986. As an indication that the credit had created 
a wedge between the prices of new and used units, the Computer Price Guide noted in late 1986 
that “the difference in value between new and used [units] is going to narrow. . . . From now on, 
used equipment is going to be a more attractive alternative, at prices closer to list price” (Computer 

Price Guide Readers Report, October 1986, 1). 
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where t is defined either by the age of a particular model or by the age of that 

model’s technology class. Equation (6) is the basic equation estimated in the 

empirical part of the paper. 

1.3 Data for Estimating Constant-Quality Price Change and 

Depreciation 

The primary data source for this paper was the Computer Price Guide, a 

bluebook for computing equipment published quarterly since late 1970 by 

Computer Merchants Inc., a dealer in the secondhand market for this equip¬ 

ment. Each issue of the Guide contains price quotes for commonly traded 

mainframe computers, minicomputers, personal computers, and various types 

of peripheral equipment. Because the secondhand market for non-IBM equip¬ 

ment is so thin, the Guide has listed only IBM equipment since 1978. The 

data set that I created from the Guide includes fifty-two models of IBM main¬ 

frame computers, spanning the period from the fourth quarter of 1970 to the 

fourth quarter of 1986. The IBM 360, 370, 4300, and 30XX families are well 

represented in the sample.4 

For each entry in the Guide, two prices are shown. The first is the average 

asking price in the secondhand market during the month or two prior to pub¬ 

lication of the Guide; this price is a composite of quotes to retail customers 

seeking immediate delivery. It is not the actual sale price for any particular 

transaction. The second price provided for each entry is IBM's list price pre¬ 

vailing a few weeks before publication of the Guide. Somewhat misleadingly, 

the Guide continues to show a list price for a model even after IBM has ceased 

production; presumably, the list price shown is the final one at which IBM 

sold the model. To avoid the use of contaminated data, my empirical work 

employs the list prices in the Guide only for periods before the year of IBM’s 

final shipment. (For the year of final IBM shipment for each model in my 
sample, see app. table 1 A. I.) 

Each issue of the Guide typically priced different configurations of a partic¬ 

ular mainframe model, many of which included peripheral equipment or other 

attachments to the basic processing unit. To keep the sample as homogeneous 

as possible, I attempted to price only the model’s “minimum configuration,” 

which consists of the central processing unit (CPU), the main memory, and 

other required components (such as cooling units). As a result, I omitted all 

entries with peripheral equipment and included entries that had optional at¬ 

tachments to the CPU only when the minimum configuration was not listed. 

Besides information on prices, the estimation of equation (6) requires data 

for age, the BEST dummy, MIPS, and memory size. Memory size, measured 

4. Prices from the Guide were previously used by Archibald and Reece (1979) to estimate 
constant-quality price change for large IBM mainframe systems over the period 1970-75. Their 
study, however, did not attempt to estimate depreciation. 
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in kilobytes, was taken directly from the Guide, which includes this informa¬ 

tion for every entry. MIPS ratings were obtained from a variety of sources, 

principally Lias (1980) and issues of Computerworld’s “Annual Hardware 

Roundup.” Appendix table 1A.1 lists the MIPS rating for each model in the 

sample and the source of the rating. Table 1A.1 also lists the date of initial 

shipment for each model, from which I calculated the model age for each price 

observation (in quarters). The data needed to calculate the value of BEST and 

the age of the technology class for each price observation are contained in 

tables 1A. 1 and 1 A.2; table 1A. 1 shows the technology class for each model, 

adopting the class codes in Dulberger (1989), while table 1A.2 provides the 

date of first shipment for each class.5 Using these tables, I calculated the age 

of the technology class for each price observation as the pricing date minus 

the date of first shipment from the model’s technology class, in quarters. Table 

1A.2 also shows the period over which each technology class represented the 

best technology, from which I calculated the value of the BEST dummy vari¬ 

able for each observation.6 

1.4 Constant-Quality Price Change 

This section estimates constant-quality prices for IBM mainframe comput¬ 

ers, focusing on whether the results are sensitive to the use of list prices in 

place of actual transaction prices. Ideally, one would assess the bias imparted 

by list prices by directly comparing the results based on list prices to those 

based on transaction prices. Unfortunately, transaction prices are proprietary 

information, so this approach cannot be implemented. Instead, I draw infer¬ 

ences about the behavior of IBM’s transaction prices by examining prices in 

the secondhand market. This procedure implicitly assumes that IBM’s trans¬ 

action prices move closely with secondhand prices, reflecting the ability of 

firms to buy equipment in either market. 

1.4.1 IBM’s Discounts on Mainframe Computers 

The data in the Guide can be used to infer the extent of IBM’s price dis¬ 

counts. Let LP(IBM) and TP(IBM) denote, respectively, IBM’s list price and 

5 There was some ambiguity in defining the date of first shipment for the technology class with 
magnetic core memory (class 1), the precursor to semiconductor memory. Magnetic core memory 
was used for the 360 family, but also for earlier models not included in my sample. I set the first 
shipment date of this technology class equal to the first shipment of the 360s in my sample—April 

1965_rather than the first shipment of any processor with core memory. 
6. A few models in the 370 family were introduced with relatively low-density chips but were 

subsequently upgraded to use denser chips. Because the Guide does not indicate which version of 
such models is being priced, I cannot determine the appropriate technology class for price obser¬ 
vations after the date of the upgrade. To solve this problem, I assumed that price observations in 
the Guide before the upgrade refer to the lower-density version of the model while prices after the 
upgrade pertain to the enhanced version. This rule assigns a unique technology class to each price 

observation. 
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transaction price for a particular mainframe model. Further, let AP(SHM) 

and TP(SHM) denote, respectively, the asking price and the transaction 

price for the same model in the secondhand market. I assume that 

AP(SHM) = TP(SHM). 

For the typical case in which the secondhand market price refers to a used 

unit while IBM’s price refers to a new unit, the latter will include a premium, 

denoted TAX, equal to the value of the investment tax credit. IBM may be 

able to extract an additional premium, denoted SVC, equal to the value of the 

service it provides at the time of sale. A third premium, denoted MAINT, may 

result from IBM’s olfer of a year of free maintenance for new units (the Com¬ 

puter Price Guide Readers Report, July 1975, 139, documents this IBM prac¬ 

tice). Accounting for these premiums, IBM’s transaction price will be related 

to the secondhand asking price as follows: 

TP(IBM) = AP(SHM) + TAX + SVC + MAINT. 

Dividing each side by IBM’s list price and subtracting one from each side 
yields 

TP(IBM) i _ AP(SHM) ( TAX + SVC + MAINT 

LP(IBM) ~ LP(IBM) + LP(IBM) ~~ L 

The left-hand side of the equation gives IBM’s rate of discount, while the first 

term on the right-hand side equals the ratio of the secondhand market asking 

price to IBM’s list price, which is provided in the Guide. Data for the TAX, 

SVC, and MAINT premiums are not known for individual models. However, 

the Guide states that, before the elimination of the investment tax credit in 

1986, “it was difficult to interest users in a used piece of gear, unless the price 

was at least 12% to 15% below IBM’s list price” (Computer Price Guide 

Readers Report, October 1986, 1). Using this information, I specified the 

total premium, TAX + SVC + MAINT, to be 15 percent of list price, im¬ 
plying that 

TP(IBM) j _ AP(SHM) .15 * LP(IBM) 

(8) LP(IBM) ~~ LP(IBM) + LP(IBM) 

AP(SHM) 

LP(IBM) ~ '85' 

Consequently, I inferred that IBM was discounting from list price whenever 

the ratio of the Guide’s asking price for used units to IBM’s list price was 
below 0.85. 

Table 1.1 displays this ratio for mainframe models estimated still to be in 

production at the pricing date (recall that only these models have valid list 

prices in the Guide). Column 1 covers the entire sample period, 1970-86. 

The first entry in the column represents the average price ratio for models first 

shipped less than four quarters earlier; the second entry represents the average 
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Table 1.1 Average Ratio of Computer Price Guide Asking Price to IBM List 

Price, for Used Units, by Age of Model (standard errors in 

parentheses) 

Age in 

Quarters 

All Models in Production at 

Pricing Date 

All Models in Production 

at Pricing Date with 

Ratio >0.6 

1970-86 

(1) 

1972-84 

(2) 

1970-86 

(3) 

1972-84 

(4) 

0-3 .850 .847 .850 .847 

(.018) (.023) (.018) (.023) 

4-7 .787 .795 .813 .817 

(.015) (.016) (.013) (.015) 

8-11 .743 .802 .802 .802 

(.026) (.016) (.016) (.016) 

12-15 .729 .729 .822 .822 

(.034) (.034) (.028) (.028) 

16-19 .453 .453 .621“ .621“ 

(.032) (.032) 

Average ratio .758 .766 .816 .813 

Sample size 146 116 119 97 

“Based on a single observation. Standard error is not meaningful. 

for models first shipped four to seven quarters earlier, and so on down the 

column. For models less than four quarters old, the ratio of the secondhand 

market price to IBM’s list price averaged 0.85, indicating that IBM was not 

discounting from list. However, for older models, the ratio drops steadily and 

is more than two standard errors below 0.85 in each age group. Column 1, 

therefore, points to widespread discounting after a model has been available 

for about one year. Column 2 restricts the sample to 1972—84, the period 

covered by Dulberger (1989), with little change in the results. 
In both columns, the calculated price ratio becomes so small for models 

aged sixteen to nineteen quarters as to raise questions about the quality of the 

data. One possible explanation is that the ratios are distorted by the inadver¬ 

tent use of list prices from the Guide for models no longer in production, 

owing to difficulties in determining exactly when IBM stopped shipping a 

given model on the basis of publicly available data. In columns 3 and 4, I 

recalculated the average ratios for each age group after omitting any observa¬ 

tion for which the price ratio was below 0.6—that is, for which the discount 

from list was greater than 25 percent (0.6 - 0.85). All the observations re¬ 

moved by this filter occurred in the four quarters just prior to my estimated 

ending date of IBM shipments, and two-thirds were within two quarters of 

this date. The concentration of the low ratios close to the end of IBM’s esti¬ 

mated production period supports the view that columns 1 and 2 included list 

prices for models actually out of production. If the low ratios had been due, 
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instead, to random errors in the data, these ratios would have been spread 

evenly throughout IBM’s production period. 

Columns 3 and 4 indicate that, after filtering, the price ratio remains above 

0.8 for all but the oldest age group. The ratio for this group is based on a 

single observation and merits little attention. Focusing on the other age 

groups, the average ratios for the models aged zero to three quarters and those 

aged twelve to fifteen quarters are within one standard error of 0.85 and thus 

provide no significant evidence of IBM discounting. Although the average 

ratios for the models aged four to seven quarters and those aged eight to eleven 

quarters are more than two standard errors below 0.85, the point estimates 

imply IBM discounts from list of less than 5 percent. On balance, these results 

suggest that IBM’s list prices for mainframe computers proxied reasonably 

well for actual transaction prices, at least until 1986. 

1.4.2 Estimates of the Hedonic Pricing Equation 

As the next step in the analysis, I compared the estimates of equation (6) 

based on IBM list prices with those based on prices in the secondhand market. 

To avoid the use of invalid list prices, I restricted the sample for these regres¬ 

sions to models still in production at the pricing date. In addition, I required 

that the ratio of asking price to IBM list price be at least 0.6, as in columns 3 

and 4 of table 1.1. These two requirements yielded a sample of 145 observa¬ 

tions, to which I applied ordinary least squares.7 

Table 1.2 presents selected estimation results using IBM’s list price as the 

dependent variable. The first column is meant to approximate the hedonic 

regressions run by Dulberger (1989) and other researchers, who omitted mea¬ 

sures of age from the set of regressors. The explanatory variables in column 1 

include all those shown in equation (6) except for the fifth-order polynomial 

in t. Column 2 adds the polynomial function of model age to the regression, 

while column 3 instead adds the polynomial with age measured by the model’s 
technology class. 

The results in all three columns indicate that MIPS and memory size have 

positive, highly significant effects on price. The coefficients show that pro¬ 

cessing speed is a more important determinant of price than is memory capac¬ 

ity, consistent with the findings in Dulberger (1989) and Cartwright (1986). 

In addition, the terms in BEST and 2(BEST*C) are jointly significant in each 

regression. This result can be seen in the bottom row of the table, which re¬ 

ports the F-statistic for the null hypothesis that the coefficients on these terms 

are all zero. In each column, the value of the F-statistic is well above its 1 

percent critical value of about 2.95. Thus, along with Dulberger, I find evi¬ 

dence of different list-price regimes for mainframes embodying best and non¬ 

best technology. Moreover, including age as an explanatory variable does not 
alter this result. 

7. This sample of 145 observations is slightly larger than the sample used in col. 3 of table 1.1 
because I have included price observations for new equipment. 



31 Price Change, Depreciation, and Retirement of Mainframe Computers 

Table 1.2 OLS Estimates of the Hedonic Price Equation with IBM List Price as 

Dependent Variable (^-statistics in parentheses) 

Age Variable in Regression 

Regressor 

None 

(1) 

Model 

(2) 

Tech. Class 

(3) 

ln(MIPS) 0.758 0.777 0.727 

(23.6) (23.3) (41.3) 

ln(Memory) 0.203 0.188 0.203 

(6.1) (5.4) (11.1) 

R2 0.984 0.985 0.996 

F-statistic for 4.52 4.09 8.17 

insignificance of 

all terms in 

BEST 

Note: Each regression was based on a sample of 145 observations considered to have valid list 
prices; see the text for specific selection criteria. In addition to ln(MIPS) and ln(Memory), the 
explanatory variables for each regression included a constant, BEST, NEW, and fifth-order poly¬ 
nomials in Time and BEST*Time. The regressions reported in cols. 2 and 3 also included a fifth- 

order polynomial in the age variable shown. 

insignificance of 

all terms in 

BEST 

Table 1.3 OLS Estimates of the Hedonic Price Equation with Secondhand 

Market Asking Price as Dependent Variable (t-statistics in 

parentheses) 

Age Variable in Regression 

None Model Tech. Class 

Regressor (1) (2) (3) 

ln(MIPS) 0.806 0.821 0.794 

(33.4) (32.3) (37.7) 

ln(Memory) 0.234 0.220 0.232 

(9.4) (8.3) (10.6) 

R2 0.992 0.992 0.994 

F-statistic for 10.31 10.11 1.81 

Note ■ Each regression was based on a sample of 145 observations considered to have valid list 
prices' see the text for specific selection criteria. In addition to ln(MIPS) and ln(Memory), the 
explanatory variables for each regression included a constant, BEST NEW, and filth-order pobi¬ 
nomials in Time and BEST*Time. The regressions reported in cols. 2 and 3 also included a fifth- 

order polynomial in the age variable shown. 

Table 1.3 reports the same set of regression estimates as in table 1.2, with 

the dependent variable now equal to the secondhand market price. On the 

whole, the estimates are similar to those derived from list prices. There is no 

material change in the estimated coefficients on MIPS and memory size. Fur¬ 

ther, we continue to find evidence of multiple price regimes. The null hypoth- 
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esis that the coefficients on BEST and 2(BEST*F) are jointly zero is rejected 

at any reasonable significance level in columns 1 and 2 and at about the 10 

percent level in column 3. Overall, the results in table 1.3 suggest that the 

finding of disequilibrium is not generated by the use of list prices. 

1.4.3 A Further Look at Disequilibrium 

In tables 1.2 and 1.3, multiple price regimes appeared to characterize equa¬ 

tion (6). I now take a closer look at the prices for models with best technology 

(BEST = 1) relative to those with nonbest technology (BEST = 0). To iso¬ 

late the effect of disequilibrium, the comparison should be between best and 

nonbest models that are otherwise identical. Imposing this requirement, equa¬ 
tion (6) implies that 

p ip 
1 bu nb 

where b and nb denote, respectively, best-technology models and nonbest 

models. Values of PJPnb different than unity provide evidence of disequilib¬ 

rium. This ratio will vary over time, and table 1.4 presents the average value 

of the ratios computed during each quarter of the period 1973:1-1981:4.8 

The price ratio shown in the first row of column 1 was generated by the list- 

price regression without any age variables. That regression is essentially the 

one run by Dulberger to discern disequilibrium in her sample of mainframe 

processors. Consistent with her results, I find that models incorporating best 

technology have list prices 7.7 percent (1 - 0.923) below those for otherwise 

identical models with nonbest technology. Column 1 also shows that using 

secondhand market prices in place of IBM list prices does not materially 

change this result, as best-technology models sell for about 11 percent less 

than nonbest models. As shown in column 2, these results are largely un¬ 

affected by the inclusion of model age in the set of regressors. Best- 

technology models still appear to be at least 5 percent cheaper than nonbest 

models.9 However, the results change markedly when the regression includes 

age terms based on technology class, as shown in column 3. The average ratio 

computed with list prices jumps to 1.167, indicating that best-technology 

models carry a sizable price premium over nonbest models. When secondhand 

market prices are used in the regression, the ratio is about unity. 

The results in column 3 are at odds with Dulberger s characterization of 

disequilibrium and need to be examined more closely. As noted above, setting 

8. Even though my full sample covers 1970-86, I computed the average price ratio only for 
1973-81. The subsample of 145 valid list prices had no observations for nonbest models outside 
1973-81, and I did not want to extrapolate the results out of sample. 

9. Although table 1.4 does not present standard errors for the price ratios, it is unlikely that the 
ratios displayed in cols. 1 and 2 actually equal one. For these ratios to equal one at all times, a, 
and TTj (j = 1, . . . , 5) must be jointly zero. However, the F-tests reported in tables 1.2 and 1.3 
rejected this hypothesis at any reasonable confidence level for the sets of a, and tt coefficients 
used to compute the ratios in the first two columns of table 1.4. 
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Table 1.4 Price of Models with Best Technology Relative to Models with 

Nonbest Technology (average, 1973:1-1981:4) 

Age Variable in Regression 

Price Measure 

None 

(1) 

Model 

(2) 

Tech. Class 

(3) 

IBM list 

Secondhand 

0.923 0.946 1.167 

market 0.889 0.903 1.020 

Note: These ratios are based on the regressions reported in tables 1.2 and 1.3 

PJPnb = exp(a2 + 2 ttT-0 forces all regressors apart from BEST to be equal 

across best and nonbest models. In column 3, that means we have forced the 

age of the technology class to be the same across these two groups. This con¬ 

straint makes little sense in that, by definition, the best-technology models are 

those with new technology while the nonbest models are those with old tech¬ 

nology. That is, the value of BEST and the age of the technology class jointly 

distinguish best-technology models from nonbest models. This reasoning sug¬ 

gests that the comparison in column 3 should allow for differences in both 

BEST and the age of the technology class. (Note that cols. 1 and 2 implicitly 

allow the age of the technology class to differ across best and nonbest models 

because that variable is excluded from the set of regressors.) With this broader 

approach, 

= exp a2 + X Tr/7 + 2 ^/Ti • P IP 
r bir nb 

To calculate this adjusted measure of the price ratio, I used the estimates of 

5. from the regressions reported in the third column of tables 1.2 and 1.3. I 

also set Tb and Jnb to the average age of the technology class for best and 

nonbest models, respectively. The resulting value of PJPnb is 0.852 when 

using IBM list prices and 0.745 when using secondhand market prices. Now, 

the results based on regressions that include the age of the technology class 

are qualitatively similar to the others in table 1.4. Best-technology models sell 

at a discount relative to nonbest models, supporting Dulberger’s result. This 

discount does not appear to be an artifact of using IBM list prices. If anything, 

substituting prices in the secondhand market for IBM list prices slightly in¬ 

creases the amount of discount. Both sets of prices suggest that existing mod¬ 

els of IBM mainframes are not repriced down immediately at the introduction 

of models embodying superior technology.10 

10 Bemdt and Griliches (1990) offer several possible explanations for the relatively high prices 

of older models. First, users may be willing to pay a premium for older models because of the 
large base of existing software and because they understand how to use these models; conversely, 
the prices of new models may be held down by uncertainty about their performance and by the 
limited amount of available software. Second, computer manufacturers may set the prices of new 



34 Stephen D, Oliner 

1.4.4 Constant-Quality Price Change 

Table 1.5 presents the rates of constant-quality price change implied by the 

regressions reported in tables 1.2 and 1.3. The main issue that I examine is 

whether the rate of price decline based on IBM list prices is different than that 

based on prices in the secondhand market for the same models. Each entry in 

table 1.5 represents the average annual rate of constant-quality price change 

over either 1973-81 or 1973-86, calculated as 

(9) {[P(t,)/P(r0)F'. - 'o) - 1} * 100, 

where t0 = 1973 and /, = 1981 or 1986." These estimates of price change 

begin in 1973 because the subsample of valid list prices has no observations 

before that year. For models with nonbest technology, the price observations 

end in 1981, dictating the period 1973-81 shown in the table. For best- 

technology models, observations are available through 1986, and the table 

presents the average rate of constant-quality price change over both 1973-81 

and 1973-86; the estimates for the latter period are shown in parentheses. 

Virtually all the estimates in the table show constant-quality prices declin¬ 

ing at average annual rates of around 20 percent. In particular, substituting 

secondhand market prices for IBM list prices has—with one exception—only 

a small effect on the estimated rate of price decline. The outlier in the table is 

the 8 percent decline shown at the bottom of column 3. This entry is heavily 

influenced by a single year, 1981, when prices are estimated to have more 

than doubled. There are few sample observations for nonbest models in that 

year. Excluding 1981, the average rate of price decline for this entry becomes 

23.5 percent, similar to the other estimates in the table. Overall, the close 

match between the results based on list prices and those based on secondhand 

market prices suggests that the use of list prices in recent studies has not given 

a misleading impression of constant-quality price change for mainframe com¬ 
puters. 

To complete this section, table 1.6 compares the constant-quality price 

models relatively low to encourage purchases of an unfamiliar technology—i.e., to use low prices 
as a form of advertising. Third, the price premium for older models may simply reflect the higher 
quality of unobserved characteristics of models that have survived in the marketplace. The "first 
two hypotheses imply a temporary premium for nonbest models, while the third hypothesis im¬ 
plies a long-term premium. Dulberger’s finding that the premium for nonbest models was tempo¬ 
rary argues against unobserved characteristics as the source of multiple prices for mainframe 
processors. 

11. To see how the price ratio P(tt)/P(t0) is calculated, note that eq. (6) can be written as 

5 

In P(t) = A + 2 (7; + tTjBEST)^, 
7=1 

where A represents all terms in the equation that are not explicit functions of time. Thus, 

P(t,)/P(t0) = expfln P(t,) - In P(r0)] = exp 2 (yj + "7 BEST) (t\ - tQ 
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Table 1.5 Average Annual Rate of Constant-Quality Price Change, 1973-81 

Age Variable in Regression 

None 

(1) 

Model 

(2) 

Tech. Class 

(3) 

Best-technology models: 

IBM list price -19.9 -19.7 -23.9 

(-20.2) (-19.8) (-19.9) 

Secondhand market price -22.0 -21.8 -23.7 

(-22.2) (-22.0) (-22.0) 

Nonbest models: 

IBM list price -18.6 -18.8 -22.1 

Secondhand market price -22.0 -21.8 -8.0 

Note: These ratios are based on the regressions reported in tables 1.2 and 1.3. Figures in paren¬ 

theses refer to 1973-86. 

Table 1.6 Alternative Measures of Constant-Quality Price Change Based on 
List Prices (percentage change in average price from previous year to 

year shown) 

Oliner 

Year 

Best Tech. Nonbest Tech. Dulberger Cartwright Gordon 

(1) (2) (3) (4) (5) 

1973 NA 

1974 27.2 

1975 0.1 

1976 - 17.1 

1977 -27.3 

1978 -32.4 

1979 -33.6 

1980 -31.8 

1981 -27.6 

1982 -22.1 

1983 - 17.0 

1984 - 14.9 

1985 -18.7 

1986 -30.3 

NA 5.9 

-2.9 -22.3 

-0.6 -2.7 

-5.5 -1.9 

- 14.4 -35.8 

-23.8 -47.5 

-31.0 -7.4 

-33.7 -27.0 

-29.3 -36.0 

NA -11.7 

NA -9.4 

NA -15.0 

NA NA 

NA NA 

21.3 NA 

11.5 NA 

-30.1 NA 

-8.8 NA 

-31.6 NA 

-28.3 - 12.1 

-35.7 -21.4 

-12.5 -19.6 

- 19.3 -29.1 

-15.1 — 21.0 

-16.0 -9.1 

NA -28.6 

NA NA 

NA NA 

Averages: 
1973-83 - 19.8 

1973-81 - 19.9 

1977-84 -26.0 

NA -21.7 

-18.6 -24.3 

NA -23.4 

-19.6 NA 

-20.6 NA 

NA -20.4 

Sources: Columns 1 and 2: From regression estimates reported in table 1.2, col. 1 above. Column 
3- Dulberger (1989, table 2.6, column labeled “Regression index, p. 58). Column 4. Cartwright, 
from Triplett (1989, table 4.9, col. 3, p. 186). Column 5: Gordon (1989, table 3.7, col. 6, pp. 

104-5). 

Note: “NA” indicates not available. 
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indexes computed in this paper with those calculated by Dulberger (1989), 

Gordon (1989), and Cartwright (whose results, although unpublished, are 

cited in Triplett 1989, table 4.9). All the indexes in table 1.6 are similar in that 

they (1) are based on list prices for IBM mainframes or other “plug- 

compatible” makes and (2) are derived from the coefficients on time variables 

in hedonic regressions that omit measures of age. Moreover, in all cases, I 

calculated the rates of price change from equation (9). Despite these common 

features, the alternative indexes can differ because of variations in data 

sources, in the composition of the sample, and in the sample period used for 

estimation. 

The bottom part of the table presents the average annual rate of price change 

for each index over several time periods. On the whole, the estimates are 

remarkably similar across columns. All the studies find that price declines 

averaged between 18.5 and 26 percent per year for the periods indicated. 

Moreover, as shown by the individual year entries in the table, all the indexes 

available back to the early 1970s indicate that the most rapid price declines 

were concentrated during the late 1970s and early 1980s. Even with the differ¬ 

ences for particular years, the various studies all convey the same basic im¬ 

pression of constant-quality price changes for mainframe computers. 

1.5 Depreciation and Retirement Patterns 

This section shifts the focus away from price change over time to price 

change associated with age. As a mainframe model ages, its price will tend to 

fall because obsolescence draws ever closer. In addition, with advancing age, 

an increasing fraction of the installed units of that model will have been re¬ 

moved from service. Thus, to measure depreciation for a cohort of main¬ 

frames, one needs information on the rate of depreciation for units that remain 

in service and on the rate of retirement. Implicitly, the units no longer in ser¬ 

vice carry a zero price, and this zero price needs to be averaged with the prices 

observed in the secondhand market to obtain an uncensored estimate of depre¬ 

ciation (for further discussion, see Hulten and Wykolf 1981a). In equation 

form, the effect of age on price, corrected for censoring, can be written 

P(t) = [1 - F(t)] * P(t) + F(t) * 0 = [1 - F(t)] * P(t) = S(t) * P(t), 

where P(t) is the price observed in the secondhand market at age t, F(t) is the 

probability that a given unit will have been retired by age t, and 

S(t) = 1 - F(t) is the probability of survival to age t. The correction for 

censoring scales the observed price by the survival probability for a unit at 

that age. Both P(t) and P(i) can be regarded as having been normalized to 

unity at age 0; thus, these series represent the percentage of initial value re¬ 
maining at age t.12 

12. To express P(t) as S{t) * P(t), 1 have assumed that units removed from service have a 
market price of zero. This assumption will be violated if the assets retired by U.S. companies are 
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The first part of this section estimates F(t) for IBM mainframe computers, 

the second part estimates P(t), and the third part brings the two pieces to¬ 
gether to estimate P(t). 

1.5.1 Estimates of the Retirement Distribution 

I estimated the retirement distribution for mainframe computers using data 

on the installed stocks of various IBM models compiled by the International 

Data Corporation (IDC). My data from the IDC run from the end of 1970 to 

the end of 1986. For several IBM 360 models, I extended the series back to 

1965 on the basis of IDC data shown in Phister (1974).13 Retirement distribu¬ 

tions were calculated for fourteen IBM mainframe models: models 20, 30, 

40, and 65 in the 360 family; models 135, 138, 145, 148, 155, and 165 in the 

370 family; and models 3031,3032, 3033N, and 3033S in the 30XX family.14 

The IDC data provide a time series of installed stocks for each model but 

no information on shipments from IBM or on retirements. My method for 

inferring the pattern of retirements can be illustrated with the following ex¬ 

ample: 

1975 1976 1977 1978 1979 1980 1981 1982 1983 

Installed stock 0 100 400 500 450 400 250 100 0 

Shipments (inferred) 0 100 300 100 0 0 0 0 0 

Retirements (inferred) 0 0 0 0 50 50 150 150 100 

In this example, the installed stock rises through 1978 and then declines 

through 1983. I assumed that shipments ceased in 1978, the peak year for the 

installed stock, and that retirements began the following year, when the stock 

began to decline. Starting in 1979, I take the change in the stock from the 

previous year to be the estimate of retirements. This method implies that 

50 units were retired in 1979 and 1980, 150 units in 1981 and 1982, and 100 

not scrapped but rather sold to U.S. consumers or for use abroad. To refine P(t), it would be 
useful to have information on the value and destination of computing equipment exiting the U.S. 

business sector. 
13. Over the years 1970-74, the IDC data on installed stocks shown in Phister (1974, 333) 

often dilfered from the IDC data I obtained in 1987, reflecting revisions to the data in the interven¬ 
ing years. To splice together the two IDC series for a given model, I level-adjusted the series in 
Phister for 1965-70 by the ratio of the 1970 value of my IDC series to the 1970 value of the Phister 

series. 
14. The models in the 360 and 370 families were almost fully retired by the end of my IDC data 

in 1986; only 4 percent of the 360 units and 5 percent of the 370 units remained in service in that 
year. However, the retirement of the four 30XX models was less complete by 1986, with 30 
percent of these units still in service. To fill in the tail of the 30XX distribution, I assumed that 
one-third of the remaining units of each model were retired in each year after 1986. These as¬ 
sumed retirements continued until only 5 percent of the total installed units for each model re¬ 

mained in the stock. 
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units in 1983. It seemed reasonable to assume that retirements do not begin 

until IBM stops shipping a model; to assume otherwise would mean that firms 

are scrapping units that could be sold in the secondhand market for a substan¬ 

tial fraction of IBM’s list price. 
The next task was to determine the age of the units retired in any year. As 

discussed earlier, age can be defined either for specific models or for an entire 

technology class. A retirement distribution can be constructed for each of 

these definitions of age. The distribution based on model age relates retire¬ 

ments to the time elapsed since the first unit of a model was shipped. In con¬ 

trast, the distribution based on the age of a model’s technology class relates 

retirements to the first shipment of any model from that technology class, thus 

providing information on the economic life of an embodied technology, rather 

than that of a model. 
These two distributions correspond to the concepts of age used so far in the 

paper. However, neither distribution is appropriate for constructing capital 

stocks from data on investment outlays, as in the perpetual inventory method. 

In that method, the units purchased in a given year represent the inflow to the 

stock, and one must determine how long these particular units remain in ser¬ 

vice. Accordingly, I used the IDC data to construct a distribution of retire¬ 

ments based on the age of individual units, employing two alternative as¬ 

sumptions to identify their date of installation.15 
One assumption is that the oldest units are the first retired, the analogue to 

first-in first-out (FIFO) accounting for inventories. This assumption would be 

appropriate if all firms tended to keep a computer for a fixed number of years, 

regardless of when the computer was acquired. Under this FIFO retirement 

pattern, all fifty units retired in 1979 in the above example are assumed to 

have been produced in 1976 and are thus three years old at retirement. The 

alternative assumption is that all vintages are represented proportionately 

among the units retired in each year. Returning again to the example, the fifty 

units retired in 1979 represent 10 percent of the peak stock. Under this alter¬ 

native assumption, 10 percent of the units shipped in 1976, 1977, and 1978 

are assumed to be retired in 1979, thus implying a mixture of one-, two-, and 

three-year-old units leaving the stock. This second assumption would be ap¬ 

propriate if firms tended to retire their computers whenever improved models 

become available, regardless of the number of years of service already ob¬ 

tained from the existing units. 

Because it is not obvious which of these assumptions is more realistic a 

15. As discussed earlier, the age of individual units has no bearing on prices in the secondhand 
market; model 360/30 units shipped by IBM in different years all sell at the same price at a given 
date. However, even if all firms scrapped their 360/30s at the same date (when their market price 
fell below scrap value), there would be a nondegenerate distribution of (unit) ages at retirement 
because the units were shipped by IBM at different times. In practice, the 360/30s were not all 
retired simultaneously, and a somewhat different—but again nondegenerate—distribution of unit 

ages at retirement would result. 
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priori, I calculated the retirement distribution for each of the fourteen models 

in both ways. 1 then produced an aggregate distribution for the 360 models, 

the 370 models, the 30XX models, and all fourteen models under both the 

FIFO method and the proportional method. These aggregates were con¬ 

structed as a weighted average of the retirement distribution for each model in 

the aggregate, with the weights based on total shipments of each model in 

constant dollars.16 

The results of this exercise are displayed in figures 1.1-1.4. The bars in 

figures 1.1 and 1.2 show the retirement distribution for the weighted aggre¬ 

gate of all fourteen models, with figure 1.1 displaying the FIFO retirement 

pattern and figure 1.2 the proportional retirement pattern. Both versions of the 

aggregate distribution have a mean retirement age of about 6.5 years and are 

strongly asymmetric, with a long right-hand tail. The proportional version in 

figure 1.2 is less tightly concentrated around the mean than the FIFO version; 

this spreading occurs because units of every vintage are assumed to be retired 

in each year. 

The asymmetry that characterizes both versions of the distribution may 

have a simple economic interpretation. For mainframe computers, retirement 

occurs primarily because the model becomes obsolete, not because of wear 

and tear or accidental damage. As a result, few units will be retired until a 

superior model becomes available. When an improved model is introduced, 

firms that want cutting-edge technology will retire their existing units, pro¬ 

ducing the burst of retirements evident in figure 1.1 at five to six years of age. 

At the same time, other firms whose needs continue to be well served by older 

technology will retain their existing models until the cost advantage of re¬ 

placement becomes apparent. These firms are responsible for the long tail in 

the retirement distributions. Thus, an asymmetric retirement pattern may 

be the rule for goods such as mainframe computers for which obsolescence 

rather than decay causes retirement. 
For the purpose of comparison, the solid line in figures 1.1 and 1.2 shows 

the “Winfrey S-3” retirement distribution used by BEA for calculating stocks 

of office and computing equipment, while the dashed line represents the 

16. My method of weighting involved the following steps. First, I inferred the number of units 
shipped annually for each model using the IDC data on installed stocks. Next, I determined the 
nominal value of these shipments by multiplying the units shipped by a measure of average price. 
For the models in the 370 and 30XX families, this price measure was the average of IBM’s list 
price for units with maximum memory size and units with minimum memory size, as shown in 
Dulberger’s (1989) data base. For the 360 models, I obtained the same information from Phister 
(1974, 342-47). Phister shows only one set of IBM prices for each model, which pertains to a 
period about two years after the first installation. I applied this single set of prices to each year of 
shipments. Finally, I converted the nominal shipments in each year to constant dollars by deflating 
with BEA’s implicit price deflator for investment in office and computing equipment. The result 
was a vector of annual constant-dollar shipments for each model, which I summed to get total 
shipments for the model. The weight applied to each model’s retirement distribution was this 
constant-dollar estimate of total shipments divided by the constant-dollar total summed across all 

models in the aggregate. 
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Fig. 1.1 Distribution of retirements of IBM mainframe computers by age 
based on FIFO retirement pattern 

Age in Years 

Fig. 1.2 Distribution of retirements of IBM mainframe computers by age 
based on proportional retirement pattern 



41 Price Change, Depreciation, and Retirement of Mainframe Computers 

Age in Years 

Fig. 1.3 Survival probability of IBM mainframe computers by age based on 
FIFO retirement pattern 

Fig. 1.4 Survival probability of IBM mainframe computers by age based on 

proportional retirement pattern 
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“Winfrey L-2” distribution, an asymmetric retirement distribution applied by 

BEA to consumer durable goods. Both Winfrey distributions are plotted with 

an average retirement age of eight years.1' The symmetric Winfrey S-3 is 

clearly a poor approximation to either distribution calculated with the IDC 

data. The Winfrey L-2 provides a somewhat better fit by virtue of its long 

right-hand tail. Moreover, if asymmetry is a general trait of the retirement 

distributions of “high-technology” equipment, as suggested above, the Win¬ 

frey L-2 would dominate the S-3 for a broad set of assets. 
Ligures 1.3 and 1.4 explore the differences in retirement patterns across the 

360, 370, and 30XX families. These figures plot the probability of survival 

S(t), with the three lines pertaining to the separate families and the bars to the 

weighted aggregate of all fourteen models. The results in figure 1.3 are based 

on the LILO retirement pattern, while those in figure 1.4 are based on the 

proportional pattern. As shown in both figures, the models in the 360 family 

had longer service lives, on average, than the 370 and 30XX models. Indeed, 

after ten years of use, more than 40 percent of the 360 units are estimated to 

have remained in service, compared with estimates of 5-15 percent for the 

370 and 30XX families. Stated dilferently, the average service life for the 360 

units was around eight and three-quarter years in both versions of the retire¬ 

ment distribution, well above the six-year average for the 370s and the five- 

and-a-half-year average for the 30XXs. Accordingly, it appears that average 

service lives for IBM mainframes have become shorter over time. This finding 

accords with a commonly expressed view of market participants, who note 

that increased competition in the industry, among other factors, has forced 

computer manufacturers to speed up the pace of product introductions (see, 

e.g., the Computer Price Guide Readers Report, April 1979, 1). 

1.5.2 Estimates of Depreciation 

As discussed in section 1.1 above, the age of a mainframe computer model 

can affect its price through several channels. Referring back to equation (1), 

these channels include age-related changes in the embodied characteristics z, 

age-related jumps across hedonic surfaces, and any residual effect of aging on 

price. Typically, empirical studies of depreciation—including the pioneering 

work of Hulten and Wykoff (1981a, 1981b)—measure depreciation as the 

combination of all these effects. This summary measure, which I label full 

depreciation, is the total derivative 

d ln(P) 

<7t 
t fixed. 

17. Until recently, BEA had assumed an eight-year average lifetime for all cohorts of office and 
computing equipment. However, in the revision of the national income and product accounts 
released in December 1991, BEA shortened this mean life to seven years for all post-1977 cohorts 
while retaining the eight-year mean life for all earlier cohorts. This revision was due. in part, to 
evidence (discussed below) of a shift toward shorter service lives for mainframe computers. 
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A simple way to estimate this total derivative is to omit the characteristics z 

and the terms proxying for disequilibrium from the regression equation. By 

doing so, the coefficient on age picks up all age-related influences in price. I 

estimated such an equation by removing ln(MIPS), ln(Memory), and all terms 

in BEST from the set of regressors. Moreover, as a first step, I also imposed 

the restriction that depreciation be geometric, producing the following 

stripped-down version of equation (6): 

5 

(6') In P = a, + X 7/ + 8*t + P*NEW, 
j= i 

in which 8 measures the geometric rate of depreciation. 

Columns 1 and 4 of table 1.7 present the resulting OLS estimates of 8 from 

the entire sample of 1,905 observations. As shown by the first entry in column 

1, each additional quarter of model age is estimated to reduce price 8.7 per¬ 

cent. Thus, over a full year, an IBM mainframe model depreciates about 29.4 

percent.18 This rate is slightly faster than the 27.3 percent depreciation rate 

estimated by Hulten and Wykoff (1979) for Royal typewriters, which they 

applied to the entire class of office and computing equipment. The two fig¬ 

ures, however, are not comparable because Hulten and Wykoff’s estimate has 

been adjusted for retirement (i.e., it measures P[t], notP|r]). If my deprecia¬ 

tion estimate were adjusted for retirement, it would become more rapid, mov¬ 

ing further away from Hulten and Wykoff’s estimate.19 
As shown in column 4, the full depreciation rate for a mainframe technol¬ 

ogy class is estimated to be 5.76 percent per quarter, about 20.6 percent for 

each year of age. This rate is considerably slower than that for individual 

models, implying that an embodied technology has a longer economic life 

than any single model in that technology class. IBM extends the economic life 

of a technology class by introducing new models from the class over the 

course of several years, with each model filling a particular market niche. As 

an example of this practice, IBM first shipped mainframes with 64KB mem¬ 

ory chips in early 1979 (the model 4331-1); four years later, IBM introduced 

the model 4341-12, also built around the 64KB chip. 
The depreciation rates shown in columns 1 and 4 capture, as noted above, 

all age-related effects on prices. This total effect can be decomposed into the 

18. The 29.4 percent estimate is derived as 

100 * {[P(t + 1)/P(t)]4 - 1} = 100 * {[exp(S)]4 - 1}. 

19. To see that adjusting P(t) for retirement raises the rate of depreciation, recall that 

P(t) = P(t)S(t). Then, 

d[\n P(t)]/£?t = d[In P(r)]ldj + 4[ln S(t)]/4t, 

so that the depreciation rate adjusted for retirement equals the unadjusted rate plus the percentage 
change in the probability of survival. Because the probability of survival falls with age, this per¬ 
centage change is negative, which makes the adjusted depreciation rate more negative than the 

unadjusted rate. 
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Table 1.7 OLS Estimates of Geometric Depreciation (7-statistics in parentheses) 

Age of Model Age of Technology Class 

Regressor 

Full 

(1) 

Partial 

(2) 

Residual 

(3) 

Full 

(4) 

Partial 

(5) 

Residual 

(6) 

T -.0870 - .0439 - .0433 - .0576 - .0397 - .0395 

(37.2) (36.6) (32.9) (22.3) (39.7) (34.9) 

Inclusion of: 

ln(MIPS) No Yes Yes No Yes Yes 

ln(Memory) No Yes Yes No Yes Yes 

BEST No No Yes No No Yes 

BEST*Time No No Yes No No Yes 

R2 .441 .882 .892 .234 .890 .897 

Note: Each regression used the full sample of 1,905 observations. The dependent variable was the sec¬ 
ondhand market price from the Computer Price Guide. Each regression included a constant, the NEW 
dummy variable, and a fifth-order polynomial in Time, in addition to the terms shown in each column. 
When included, BEST*Time entered as a fifth-order polynomial. 

separate parts identified in equation (2). The remaining columns of table 1.7 

present this decomposition for the geometric pattern of depreciation. Columns 

2 and 5 add terms in ln(MIPS) and ln(Memory) to equation (6'), thus control¬ 

ling for the effects of the characteristics z on depreciation. This partial depre¬ 

ciation rate is about 4.4 percent per quarter in column 2 and 4.0 percent per 

quarter in column 5, roughly 16 percent per year of aging. Thus, even con¬ 

trolling for differences in MIPS and memory size, IBM mainframe models 

and technology classes depreciate at a fairly rapid pace, reflecting the influ¬ 

ence of all factors other than z that are correlated with age. Columns 3 and 6 

add BEST and the fifth-order polynomial in BEST*Time to the set of regres¬ 

sors, which then controls for disequilibrium as well as the characteristics z. 

The estimates of 5 in these two columns show the residual effect of aging on 

price, d ln(P)/<3T. The similarity of the depreciation estimates in columns 2 

and 3 and in columns 5 and 6 indicates that disequilibrium has little effect on 

the estimated rate of geometric depreciation. 

Thus far, the pattern of depreciation has been forced to be geometric. Table 

1.8 reports depreciation estimates that remove this restriction by replacing the 

8*t term in equation (6') with 

5 

^ bjrJ + ®*Time*T. 
7=1 

The latter term allows the rate of depreciation to change over time, a general¬ 

ization suggested by the finding that service lives for IBM mainframe models 

appear to have become shorter since the demise of the 360 family. 

The structure of table 1.8 is the same as that of table 1.7, the only difference 
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Table 1.8 OLS Estimates of General Depreciation (7-statistics in parentheses) 

Age of Model Age of Technology Class 

Regressor 

Full 

(1) 

Partial 

(2) 

Residual 

(3) 

Full 

(4) 

Partial 

(5) 

Residual 

(6) 

T 0.0288 0.0778 0.1033 -0.3441 -0.0837 -0.1680 

(.4) (2.3) (2.9) (3.3) (2.4) (4.2) 
T2 0.0015 -0.0013 -0.0041 0.0383 0.0228 0.0293 

(-2) (•4) (1.3) (4.1) (7.6) (8.5) 

T3 - 1.1E-4 3.8E-5 1.6E-4 -0.0018 -0.0012 -0.0014 

(.4) (.3) (1.3) (5.0) (10.7) (11.2) 
T4 1.1E-6 - 1.6E-6 -4.0E-6 3.3E-5 2.4E-5 2.6E-5 

(.2) (.8) (1.9) (5.5) (12.3) (12.5) 

T5 4.3E-9 2.1E-8 3.7E-8 -2.1E-7 -1.5E-7 - 1.7E-7 

(-1) (1.5) (2.7) (5.7) (13.0) (13.0) 

Time*T -0.0021 -0.0022 -0.0020 2.3E-4 -0.0012 -0.0012 

Inclusion of: 

(7.9) (19.3) (16.8) (1.0) (16.1) (11.9) 

ln(MIPS) No Yes Yes No Yes Yes 

ln(Memory) No Yes Yes No Yes Yes 

BEST No No Yes No No Yes 

BEST*Time No No Yes No No Yes 

R2 0.462 0.903 0.909 0.253 0.922 0.923 

/•’-statistic for constant 14.8 84.3 70.7 9.7 157.3 131.8 

geometric deprecia¬ 

tion 

Note: Each regression used the full sample of 1,905 observations. The dependent variable was the second¬ 
hand market price from the Computer Price Guide. Each regression included a constant, the NEW dummy 
variable, and a fifth-order polynomial in Time, in addition to the terms shown in each column. When 
included, BEST*Time entered as a fifth-order polynomial. 

being the expanded set of age coefficients reported for each regression. The 

results in table 1.8 indicate that depreciation for IBM mainframes has not 

occurred at a constant geometric rate. The /^-statistic for the null hypothesis 

of constant geometric depreciation (82 = 83 = 84 = 85 = © = 0), shown 

at the bottom of the table, is significant in every column at the 1 percent level. 

For the regressions that measure depreciation based on model age, the chief 

violation of the null hypothesis is the significance of 0, the coefficient on 

Time*x. Thus, although the depreciation pattern may be close to geometric at 

any given time, the best-fitting geometric rate has become more rapid over 

time. For the regressions that measure depreciation of a technology class, the 

geometric form is not appropriate at any point in time, as indicated by the 

uniformly significant coefficients on the higher-order terms in t. In addition, 

the estimated coefficient on Time*T in columns 5 and 6 points to a speedup in 

the depreciation rate over time. 
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Figures 1.5 and 1.6 plot the depreciation patterns implied by the estimates 

in table 1.8; figure 1.5 portrays the patterns based on model age and figure 1.6 

those based on the age of the technology class. Because these depreciation 

schedules vary over time, the figures show the schedules at the mean pricing 

date in the sample, 1979:2. In both figures, the solid line represents the full 

measure of depreciation, computed from the regressions that exclude MIPS, 

memory size, and the terms in BEST. The dotted line depicts the partial mea¬ 

sure, which controls for the effects of MIPS and memory size on depreciation 

but not for the effect of disequilibrium. The dashed line shows the residual 

measure, which controls for the effects of MIPS, memory size, and disequilib¬ 

rium. For comparison, the bars in each figure represent the geometric pattern 

of full depreciation estimated in table 1.7. 
In both figures, the schedule of full depreciation shows a considerably 

faster loss of value than the partial and residual measures, as would be ex¬ 

pected. Further, as seen in figure 1.5, increases in model age imply essentially 

monotonic declines in value, although the depreciation schedules are not suf¬ 

ficiently convex to be geometric. The depreciation schedules shown in figure 

1.6, however, do not even decline monotonically, displaying a local maximum 

at age 4. This pattern can be explained as follows. When age is defined by 

technology class, the models introduced late in a product cycle have an age at 

inception of three or four years. Because these models are differentiated from 

their predecessors within the technology class and may be in short supply, 

they tend to sell initially at relatively high prices, producing the sharp devia¬ 

tion from the geometric form shown in figure 1.6. This premium, however, 

quickly erodes, as these models with aging technology are soon forced to 

compete with models that embody the next generation of technology. 

As revealed by figures 1.5 and 1.6, the depreciation schedules based on 

model age are quite different from those based on the age of the technology 

class. Each set of schedules is useful in answering a particular question. The 

depreciation patterns in figure 1.6 provide information on age-related losses 

of value for each new wave of semiconductor technology, taking account of 

IBM’s efforts to extract full value from the technology by embedding it in a 

large number of different models. In contrast, the depreciation patterns in fig¬ 

ure 1.5 summarize the age-related loss of value for a single model from its 

date of introduction. 

For the purpose of constructing stocks of computing equipment from data 

on investment flows, these latter estimates of depreciation are the more appro¬ 

priate ones. In particular, IBM can sustain—and, for a while, increase—the 

value of a technology class by introducing differentiated models, even though 

the value of each model falls steadily with age. The rise in value for a technol¬ 

ogy class will not characterize the depreciation pattern for an investment co¬ 

hort, which moves ever closer to obsolescence with each year of age. For this 

reason, I focus on the depreciation estimates based on model age for the rest 
of the paper. 
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Fig. 1.5 Depreciation of IBM mainframe computers based on model age 

140 

130 

120 

110 

100 

90 

80 

70 

60 

50 

40 

30 

20 

10 

0 

Percent of initial value I • 1 Full depreciation, constant geometric pattern 

Age in Years 

Fig. 1.6 Depreciation of IBM mainframe computers based on age of 

technology class 
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1.5.3 The Combined Effect of Depreciation and Retirement 

Given an estimated retirement distribution from the IDC data and an esti¬ 

mated depreciation schedule from the Guide data, one can calculate deprecia¬ 

tion for an entire cohort of IBM mainframes, P(t). As outlined above, 

P(t) = S(t)P(t), the proportion of units still in service at age t multiplied by 

the percentage of initial value retained by these units at that age. 

BEA also calculates an estimate of P{t), although it applies to the broad 

aggregate of office and computing equipment, not just mainframe computers. 

BEA assumes that depreciation occurs in a straight-line pattern over an asset’s 

service life. Thus, given a ten-year service life, an asset would retain 90 per¬ 

cent of its initial value one year after installation and 80 percent two years 

after installation. BEA’s estimate of P(t) takes account of the fact that retire¬ 

ments occur, not at a single age, but over a number of years, as characterized 

by the Winfrey distribution. As a result, BEA breaks each dollar of invest¬ 

ment into the share with a one-year life, the share with a two-year life, and so 

on. Each cohort is depreciated by the straight-line method over its service life, 

and the results are then summed across cohorts to obtain the aggregate P(t) 

for that asset. 

Table 1.9 presents six alternative estimates of P(t). Column 1 shows the 

P(t) schedule currently applied by BEA to post-1977 cohorts of investment in 

office and computing equipment. Column 2 displays BEA’s schedule for all 

earlier cohorts. The difference between the two columns is due solely to the 

use of a seven-year mean service life in column 1 and an eight-year mean life 

in column 2. Column 3 retains the eight-year mean life assumed in column 2 

but substitutes the Winfrey L-2 retirement distribution for the Winfrey S-3. 

Columns 4-6 present my alternative estimates of cohort depreciation. Each 

of these columns uses the survival probability S(t) based on the FIFO retire¬ 

ment pattern for the aggregate of all models (shown by the bars in fig. 1.3 

above). However, the depreciation schedule R(t) differs across the three col¬ 

umns; columns 4-6 reflect, in turn, the schedules of full, partial, and residual 

depreciation plotted by the lines in figure 1.5. All six columns in the table 

employ the so-called half-year convention used by BEA. Under this conven¬ 

tion, new goods are assumed to suffer a half year of depreciation during the 

year in which they are installed. This convention explains why the age 0 entry 
in each column differs from 100. 

All three BEA schedules imply rapid cohort depreciation. Three years after 

installation, roughly half the cohort’s initial value has been lost; at age 5, only 

20-30 percent of initial value remains. Naturally, the loss of value is most 

rapid in column 1, owing to the use of a shorter mean service life. Given a 

common mean life, the Winfrey S-3 and L-2 distributions (cols. 2 and 3) 

produce nearly identical results between ages 0 and 5. Because almost three- 

quarters of initial value has been depreciated by age 5, the two distributions 

produce similar estimates of net capital stocks, as seen in the next section. My 

alternative estimates of cohort depreciation span a wider range. The schedule 
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Table 1.9 Cohort Depreciation Schedules (percentage of initial value of investment 

remaining at each age) 

BEA Oliner, by Measure of Depreciation 

Winfrey Winfrey 

S-3 L-2 

Age in 

Years 

7-Yr. Life 

(1) 

8-Yr. Life 

(2) 

8-Yr. Life 

(3) 

Full 

(4) 

Partial 

(5) 

Residual 

(6) 

0 92.4 93.3 92.8 91.4 99.2 104.3 

1 77.2 79.9 78.4 77.5 95.1 105.5 

2 62.0 66.6 64.3 64.1 86.9 98.4 

3 46.9 53.2 51.0 46.1 69.5 79.0 

4 32.8 40.3 39.2 31.1 53.2 60.9 

5 20.5 28.5 29.5 17.5 35.1 40.6 

6 11.1 18.6 21.4 8.3 20.0 23.4 

7 5.0 10.8 14.9 3.9 11.5 13.6 

8 1.7 5.5 10.2 1.9 7.0 8.4 

9 0.4 2.4 7.1 0.9 3.9 4.7 

10 0.1 0.8 4.8 0.4 2.3 2.7 

11 0.0 0.2 3.0 0.2 1.4 1.6 

12 0.0 0.0 1.8 0.1 0.8 0.9 

13 0.0 0.0 1.1 0.1 0.7 0.8 

14 0.0 0.0 0.6 0.1 0.9 1.0 

15 0.0 0.0 0.2 0.0 0.0 0.0 

Note: Columns 1-3 are from printouts provided by John Musgrave of BEA. Columns 4-6 are constructed 
from the FIFO retirement distribution aggregated over all models and the depreciation schedules shown by 

the solid, dotted, and dashed lines in fig. 1.5. 

in column 4, based on full depreciation, virtually matches the BEA schedule 

in column 1. In contrast, the partial and residual measures of depreciation in 

columns 5 and 6 imply markedly slower losses of value than any of the BEA 

schedules. 
On the basis of the dilferent estimates of cohort depreciation in columns 

4-6, one can argue that BEA depreciates investment in office and computing 

equipment at about the right rate or much too quickly. The next section re¬ 

solves this ambiguity. There, I show that the estimate in column 5 is the most 

appropriate one for constructing net capital stocks from investment spending 

when both are expressed in constant dollars. This result suggests that BEA’s 

constant-dollar net stock of office and computing equipment is constructed 

with a schedule of overly rapid depreciation. 

1.6 Alternative Estimates of Capital Stock 

Do my estimates of depreciation and retirement patterns imply substantial 

revisions to BEA’s published stocks of office and computing equipment for 

the private nonresidential business sector/ I consider this question first for 
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BEA’s gross capital stock and then for its net capital stock. For an in-depth 

description of BEA’s methodology, see U.S. Department of Commerce 

(1987). 

1.6.1 Gross Capital Stock 

BEA’s gross capital stock represents the initial purchase value of all previ¬ 

ous investment still in service. No adjustment is made for depreciation. In 

equation form, the gross capital stock can be written 

T 

(10) GS(0 = 2 lit - t)S(t), 
T = 0 

where I(t — t) is investment spending at time t — t, and S(t) is the propor¬ 

tion of this investment expected to survive t years after installation. T is the 

maximum lifetime of the capital good, assumed to be constant across vin¬ 

tages. For a “one-hoss shay” asset—which provides a fixed level of service 

until retirement—the gross stock can be regarded as an indicator of that ser¬ 

vice flow. Thus, the gross stock is useful in analyses of output and productiv¬ 

ity involving one-hoss shay assets, such as IBM computing equipment.20 

To assess potential biases in BEA’s gross stock of office and computing 

equipment, I calculated equation (10) with four alternative survival patterns 

S(t), denoted S,(t), . . . , S4(t). S,(t) is the survival pattern used by BEA 

before the revisions introduced in December 1991; this prerevision S(t) comes 

from the Winfrey S-3 retirement distribution with an eight-year mean service 

life. S2(t), the survival pattern currently used by BEA, is the same as S,(t) for 

pre-1978 cohorts; however, for later cohorts, S2(t) uses the shorter seven-year 

mean life. S3(t) substitutes the Winfrey L-2 retirement distribution for the S-3 

but retains BEA’s current assumptions regarding mean service lives. Finally, 

S4(t) incorporates my estimates of the FIFO survival patterns for the IBM 360, 

370, and 30XX families, which were shown in figure 1.3 above.21 Specifi¬ 

cally, S4(t) varies across investment cohorts as follows: 

S4(t) = 

360 survival pattern for pre-1970 cohorts; 

370 survival pattern for 1970-79 cohorts; 

30XX survival pattern for post-1979 cohorts. 

By applying the survival functions S,(t), . . . , S4(t) to BEA’s constant-dollar 

series on investment in office and computing equipment, I obtained the gross 

capital stocks denoted GS,(r), . . . , GS4(r). 

Table 1.10 displays the BEA gross stocks GS,(f) through GS3(t), each di- 

20. Note that the one-hoss shay assumption is a very strong one. In addition to requiring that 
the flow of output from the good remain constant with age, it requires that there be no increase in 
maintenance and repair costs to achieve that constant output flow. 

21. The survival patterns based on the proportional retirement distributions yield results similar 
to those reported in table 1.10 below and are omitted for brevity. 
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Table 1.10 Constant-Dollar Gross Stock of Office and Computing Equipment 

(ratio of alternative BEA Stocks to GS4) 

BEA Gross Stock in Numerator of Ratio 

Year 

Prerevision 

(GS,) 

Current 

(GS2) 

Winfrey L-2 

(GS3) 

1965 0.908 0.908 0.931 

1970 0.882 0.882 0.923 

1975 1.003 1.003 1.019 

1980 1.130 1.130 1.115 

1985 1.119 1.090 1.076 

1990 1.214 1.149 1.127 

Note: See the text for definitions of GS, through GS4. 

vided by GS4(7)- A value of 1.0 indicates that the particular BEA gross stock 

equals the gross stock based on my estimate of survivals. As shown in the first 

column, BEA’s prerevision gross stock trended up from 90.8 percent of GS4 

in 1965 to 121.4 percent in 1990. This upward trend reflects BEA’s use, be¬ 

fore the recent revision, of a constant service life for office and computing 

equipment. Until 1970, GS,/GS4 was less than one because the eight-year 

mean service life assumed by BEA was shorter than the mean life that I found 

for the 360 models. By 1975, the difference between GS, and GS4 had disap¬ 

peared, as many of the 360 models had been retired and replaced by shorter- 

lived 370 models. However, with the continued substitution of the 370 and 

30XX models for 360 models, BEA’s prerevision stock moved substantially 

above my estimate of the gross stock. Thus, by failing to capture the shift 

toward shorter service lives, BEA had overstated considerably the growth of 

the constant-dollar gross stock of office and computing equipment. 

BEA attempted to correct this bias by introducing a one-year reduction in 

the mean service life of post-1977 investment cohorts. The second column of 

table 1.10 indicates that this change was only partly successful. Given the lag 

between investment and the beginning of retirements, BEA’s revision did not 

affect its estimate of the gross stock until after 1980. As a result, BEA’s esti¬ 

mate of the gross stock of office and computing equipment continues to grow 

too rapidly until that year. Still, BEA’s revision does appear to have elimi¬ 

nated the excessive growth in the gross stock during the 1980s. 

As a final point, note that the ratios shown in the second and third columns 

are quite similar. This similarity implies that BEA’s estimate of the gross stock 

would not change much if the Winfrey L-2 retirement distribution were sub¬ 

stituted for the S-3, given a fixed mean service life. Thus, BEA’s use of a 

symmetric distribution when a skewed distribution may be more appropriate 

does not, by itself, introduce much bias into the gross stock. The more serious 

problem is that BEA likely has not yet built a sufficient downward trend into 

its assumed mean service life of office and computing equipment. This con- 
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elusion is bolstered by the preliminary results in Oliner (1992), which showed 

a substantial reduction over time in the average service lives of computer pe¬ 

ripheral equipment, another important class of assets within the aggregate of 

office and computing equipment. 

1.6.2 Net Capital Stock 

BEA’s net capital stock represents the value of all previous investment out¬ 

lays after subtracting depreciation. In equation form, the net capital stock can 

be written as 

T 

(11) NS(t) = £ I(t - t) P(t), 
T = 0 

where, as above, P(t) is the proportion of the initial value of an investment 

cohort still remaining t years after installation. 
Table 1.9 above reported three measures of P(t) based on model age, each 

incorporating a different measure of depreciation. Which is the appropriate 

one for use in equation (11)? I now show that, when constructing a constant- 

dollar net stock from BEA’s constant-dollar investment series, P(t) should not 

be based on the full measure of depreciation. 

To explore this issue, assume that the market for computing equipment is 

always in equilibrium and that the market price can be written as 

(12) P(t, t) = f(t)g[x(t - t)]/z(t), 

where/(/) represents the influence of time on price, holding age and character¬ 

istics fixed; g[z(t — t)] represents the influence of embodied characteristics 

on price; and h(t) is the residual effect of age on price. Equation (12) restricts 

these three effects to be multiplicative. Now, the question at hand can be stated 

as follows: if the constant-dollar net stock is calculated as a weighted sum of 

past constant-dollar investment outlays (as in eq. [11]), how should the 

weights be constructed in terms of the functions on the right-hand side of 

equation (12)? 

To begin, let IU(t, t) represent the number of units of age t computing 

equipment still in service at time t. Then, in current dollars, the net stock can 

be written 

T 

(13) NSCURR(r) = X IU(r, t)P(t, t), 

T = 0 

which is the number of units of each investment cohort still in service at time 

t multiplied by the period t price of each such unit, summed over cohorts. The 

constant-dollar counterpart to equation (13) simply deflates the current-dollar 

value to the prices of some base year. Denoting the deflator by PD(t), the 

constant-dollar net stock is 
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(14) NS(r) = 2 IU(f, *)?(*, x)/PD(f). 
T = 0 

Now, IU(t, t) can be written as 4>(T)IU(t — t, 0), where IU(t - t, 0) is the 

number of new units installed at time t — t, and 4>(t) is the proportion of 

these units still in service at age t. Further, IU(/ — t, 0)P{t — t, 0) equals 

l{t — t)PD(? — t) because both represent current-dollar investment at time 

t — t. Thus 

IU(f, t) = <|)(T)IU(f - T, 0) = <Kt)/(/ - t)PD(? - x)/P(f - t, 0). 

Substituting this expression for IU(t, t) into equation (14) yields 

(15) 
NS(t) = 2 lit - T) * 

T = 0 

{<t>(T)[PD(f - T)/PD(r)][P(b T)/P(t - T, 0)]}. 

The term in braces is the expression for P(t) that we are seeking. 

To complete the derivation, we must relate this bracketed expression to the 

functions in equation (12). First, as constructed by BEA, the deflator for olfice 

and computing equipment is a constant-quality price measure; thus 

PD(f - t)/PD(r) = fit - 1)1 fit). 

Second, using equation (12), 

Pit, i)/P(t - i,0) = {f(t)g[zit ~ i)]h(i)}/{fit - i)g[z(t - t)] hiO)} 

= mhi^Wit - t)*(0)]. 

Substituting these expressions for the price ratios into equation (15) and can¬ 

celing terms yields 

(16) P(t) = 4»(t)[/t(t)//z(0)] 

as the weight on I(t - t). This weight is simply the proportion of units sur¬ 

viving to age t multiplied by the percentage of initial value remaining at age t 

for these units. The crucial point is that h(i)/h(0) represents the schedule of 

partial depreciation; it measures the effects of aging on price after controlling 

for the influence of z. As indicated at the outset, P(i) should not be based on 

an estimate of full depreciation, P(t, i)/P(t, 0). 
The intuition for the use of a partial depreciation measure is simple. The 

weight on I(t - t) indicates that one constant dollar of vintage t - i invest¬ 

ment is worth 4>(t)[/z(t)//i(0)] constant dollars of vintage t investment. Be¬ 

cause BEA deflates current-dollar outlays with constant-quality prices, one 

constant dollar of investment has the same embodied quality for all vintages. 

Thus, one constant dollar of vintage t - i investment that remains in service 

will be worth less than a full constant dollar of vintage t investment only 

because of price differences due to factors other than the embodied character- 
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istics. These price differences are captured in what I have called the partial 

measure of depreciation. 
For assets subject to slower technological change than computers, the dis¬ 

tinction between full and partial depreciation is less important. In the extreme 

case of no embodied improvement, z(t — t) = z(r) for all t and 

P(t, t)/P(t, 0) = {f(t)g[z(t - T)]h(T)}/{f(t)g[z(t)]h(0)} 
= /z(t)//z(0), 

indicating that the full and partial measures coincide. However, for assets 

undergoing rapid technological change, such as computers, the distinction 

between the two measures is crucial for constructing constant-dollar net capi¬ 

tal stocks. 

The only theoretical point left to explore is the effect of disequilibrium on 

the weights in equation (11). To examine this question, the expression for 

Pit, t) in equation (12) must be augmented to include a term for multiple price 

regimes: 

P(t, t) = f(t)g[z(t - i)]h{i)B{t - t, t). 

As in section 1.1 above, B(t — t, t) indexes the hedonic price regime for a 

vintage t — t asset at time t, with B{-, •) = 1 for models embodying best 

technology and B{-, ■) > 1 for nonbest models. 

Now, the steps that led from equation (12) to equation (16) can be repeated 

to yield the new weight. The result, it turns out, hinges on the properties of 

PD(t), BEA’s price deflator for computing equipment. On the basis of the 

discussion in Cartwright (1986), BEA’s computer deflator incorporates prices 

for a broad set of models sold in each year, some proportion of which embody 

best technology. PD(r) therefore depends on B(t — t, t) for all vintages t — t 

in BEA’s sample at year t. Letting B'{t) denote the weighted average value of 

B(t — t, t) across these vintages, the deflator PD(t) can be written as j\t)B'{t). 
Then, the ratio of the deflator at times t — t and t is 

PD(f - t)/PD(0 = [f(t - t)B\t - T)]/[f(t)B\t)]. 

With this specification for PD(r - T)/PD(r), it can be shown that 

(17) P( t) = 4>(t) 
Mt) B(t - T, t) 

h{0) B(t — t, t — t) 

B\t - T) 

B'(t) 
<Mt) 

h{t) - 
— B 
h( 0) 

P(t) now depends on the product of ratios involving the indexes B and B'. To 

help interpret (17), assume that the deflator reflects only the prices of best- 

technology models and that all vintages embody best technology when new; 

given these assumptions, B\t) = B'{t - t) = B{t - t, t — t) = 1, so 

that B = B{t - t, t). Then, P(t) will be greater than c})(t)[/i(t)//?(0)] when¬ 

ever B{t - t, t) exceeds unity—that is, whenever the vintage t - t cohort 

moves to a higher price surface as it ages. When this happens, the vintage 
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t — t cohort has, in effect, appreciated relative to the new cohort, and the 

weight on I(t — t) should be raised accordingly. 

As a practical matter, we know too little about the properties of BEA’s 

computer deflator to specify B. However, some headway can be made under 

the assumption that the period t deflator is constructed only from the prices of 

vintage t models (which may or may not embody best technology). In this 

case, B'(t) = B{t, t),B'(t — t) = B(t — t, t — t), and (17) reduces to 

(17') P( T) = 4>(T) 
Mt) B(t — t, t) 

MO) B(t, t) 

The measure of depreciation in (17') is [h(j)B(t — t, t)]/[h(0)B(t, r)]. This 

ratio controls for differences in the characteristics z across vintages but in¬ 

cludes any price differences stemming from disequilibrium. This measure of 

depreciation is what I have called the partial measure. Thus, in the presence 

of disequilibrium, the partial depreciation schedule—not the narrower resid¬ 

ual schedule—is the theoretically appropriate one for use with BEA’s 

constant-dollar investment series. 

Using equation (11), I calculated the constant-dollar net stock for office and 

computing equipment for four specifications of the cohort depreciation sched¬ 

ule P(t), denoted P,(t), . . . , P4(t). Parallel to the survival patterns defined 

in connection with table 1.10 above, P,(t) is the cohort depreciation schedule 

used by BEA prior to the December 1991 revision, P2{t) is the schedule cur¬ 

rently used by BEA, P3(t) is the hypothetical schedule based on the Winfrey 

L-2 distribution, and P4(t) is the schedule calculated from my time-varying 

survival function S4(t) combined with the partial depreciation schedule shown 

by the dotted line in figure 1.5 above. These four cohort depreciation func¬ 

tions yield a set of net capital stocks denoted NS,(f), . . . , NS4(t). 
Table 1.11 displays the ratios NS,/NS4, NS2/NS4, and NS3/NS4. All the ra¬ 

tios in the table are less than one, indicating that each version of BEA’s net 

Table 1.11 Constant-Dollar Net Stock of Office and Computing Equipment (ratio 

of alternative BEA Stocks to NS4) 

BEA Net Stock in Numerator of Ratio 

Prerevision Current Winfrey L-2 

Year (NS,) (NS,) (NS,) 

1965 0.708 0.708 0.741 

1970 0.716 0.716 0.747 

1975 0.819 0.819 0.829 

1980 0.860 0.841 0.842 

1985 0.866 0.813 0.814 

1990 0.866 0.791 0.796 

Note: See the text for definitions of NS, through NS4. 
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stock is smaller than the net stock implied by my estimate of P(t). That is, 

BEA depreciates each cohort of olfice and computing equipment more rapidly 

than my estimates of retirement and partial depreciation suggest is appro¬ 

priate. The key to this result is the use of partial rather than full depreciation. 

BEA effectively uses a full measure of depreciation by writing off the entire 

value of an asset prior to retirement. To eliminate the downward bias in the 

level of its net stock, BEA must shift to a partial depreciation schedule. 

In addition to this bias concerning levels, BEA’s prerevision estimate over¬ 

stated the growth rate of the net stock by failing to account for the trend to¬ 

ward shorter service lives. As shown in the first column, BEA’s prerevision 

net stock grew from 70.8 percent of my estimated net stock to 86.6 percent 

between 1965 and 1990. In addition, this comparison almost surely under¬ 

states the excessive growth of BEA’s prerevision net stock because NS4 was 

based on a fixed schedule of partial depreciation rather than on one that be¬ 

comes more rapid over time. In the 1991 revision, BEA partially corrected 

the upward bias to the growth rate of its published net stock, as can be seen 

by comparing the first and second columns. However, this revision did not fix 

the overstatement of the growth rate before the late 1970s. To do so would 

require adding some downward tilt to the mean service life prior to 1978. 

1.7 Conclusion 

This paper used data from the Computer Price Guide, an industry blue- 

book, to estimate the rate of constant-quality price decline for IBM mainframe 

computers and their rate of depreciation. The paper also estimated the retire¬ 

ment distribution for IBM mainframes from separate data on the installed 

stocks of various models. The estimates of depreciation and retirement pat¬ 

terns were then used to assess BEA’s published capital stocks for office and 

computing equipment. 

In previous studies, estimates of constant-quality prices for mainframe 

computers have been based on manufacturers’ list prices, owing to the ab¬ 

sence of actual transaction prices. This paper examined whether the use of list 

prices substantially biased the results of those studies. On the whole, the an¬ 

swer was no. Using price quotes in the secondhand market, I inferred IBM’s 

actual transaction prices for a number of mainframe models and found little 

evidence of discounting from list price over the period 1970-86. Moreover, 

these secondhand prices yielded estimates of constant-quality price change 

similar to those obtained with IBM list prices. In particular, both sets of prices 

indicated that constant-quality price declines for IBM mainframes averaged 

about 20 percent at an annual rate between the early 1970s and the mid-1980s. 

My results also support Dulberger’s (1989) finding of disequilibrium in the 

mainframe market, a result that had been open to question because it was 

based on list prices. Whether using list prices or secondhand market prices, I 
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found that older models were not marked down immediately to compete with 

newer, best-technology models. 

The retirement pattern for IBM mainframes was calculated from fourteen 

models representing the 360, 370, and 30XX families. The distribution for 

the full set of models had a mean retirement age of 6.5 years. Although most 

retirements were estimated to occur within six years of installation, the distri¬ 

bution had a long right-hand tail. A key feature of the distribution was that 

service lives appear to have become shorter over time, with the mean life for 

the 360 models at about eight and three-quarter years and that for the 370 and 

30XX models at six years or less. 
Several measures of depreciation were estimated in the paper. The broadest 

one captured all age-related effects on price, the usual measure estimated in 

studies of depreciation. According to this measure, IBM mainframe models 

lose value fairly rapidly after introduction; in the geometric approximation to 

this schedule, prices declined nearly 30 percent with each year of age. I also 

estimated a less inclusive measure of depreciation, called partial depreciation, 

that controls for differences in embodied characteristics across models. Al¬ 

though this is not the standard notion of depreciation, section 1.6 proved that 

this measure is the appropriate one for constructing net capital stocks from 

past investment outlays when both are expressed in constant dollars. The geo¬ 

metric approximation to this partial measure showed mainframe prices declin¬ 

ing about 16 percent with each year of model age. 
As a complement to the depreciation measures for individual mainframe 

models, one can measure depreciation of the underlying technology. All the 

models with the same level of technology—defined by the density of their 

main memory chip—form a technology class. The depreciation schedules for 

a technology class did not display steady declines in value; rather, price in¬ 

creased between the first and the fourth years of age. This pattern likely re¬ 

flects IBM’s practice of introducing models late in a product cycle to fill a 

market niche; these models sell at relatively high prices even though they em¬ 

body old technology. IBM apparently has been able to preserve the value of a 

technology despite relentless depreciation of the individual models in which 

the technology is embodied. 
Whether measuring depreciation of a model or of a technology class, statis¬ 

tical tests always rejected the hypothesis of a constant geometric depreciation 

schedule. The schedules based on model age were not sufficiently convex, 

while those based on age of the technology class did not even decline mono- 

tonically, as noted above. Moreover, virtually all the schedules indicated that 

depreciation has become more rapid over time, consistent with a trend toward 

shorter service lives. 
My estimates of depreciation and retirement suggest certain biases in 

BEA’s constant-dollar gross and net stocks of office and computing equip¬ 

ment. Before the revisions introduced in December 1991, BEA set the mean 
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service life for office and computing equipment at a constant eight years. By 

failing to account for the apparent trend toward shorter service lives, BEA 

likely overstated the trend growth of both the gross and the net stocks. Al¬ 
though BEA’s 1991 revision shortened the mean service life for all post-1977 

cohorts of office and computing equipment to seven years, this change does 

not appear to have fully eliminated the overstatement of trend growth rates. A 

second problem afflicts BEA’s constant-dollar net stock of office and comput¬ 

ing equipment. This stock is computed using a cohort depreciation schedule 

that declines more rapidly than the theoretically appropriate schedule based 

on partial depreciation. As a result, BEA consistently has understated the 

level of the net stock. The 1991 revision did not address this problem. 

Although this appraisal of BEA’s capital stocks was based solely on results 

for IBM mainframe computers, Oliner’s (1992) analysis of depreciation and 

retirement patterns for computer peripheral equipment generally backs up the 

results found here. In particular, the shift toward shorter service lives and the 

speedup in the pace of depreciation appear to characterize peripheral equip¬ 

ment as well as mainframes. One hopes that BEA will reexamine its published 

capital stocks for office and computing equipment in light of emerging re¬ 

search findings in this area. 

Data Appendix 

For each IBM mainframe model in my sample, table 1A.1 below lists the 

dates of initial and final shipment from IBM, the MIPS rating, and the tech¬ 

nology class for the model, as well as the sources for this information. Table 

1A.2 provides further information on each technology class, including the 

first date a model in my sample was shipped from the class and the period for 

which each class represented best technology. 
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Table 1A.1 Shipment Dates, MIPS Rating, and Technology Class 

First Shipment Final Shipment 

from IBM from IBM MIPS Technology Class 

Model Date Source3 Date Source3 Value Source3 Value Source3 

360 family 

20 12/65 15 1970 16 0.038 20 1 17 
30 6/65 14 1969 16 0.036 13 1 17 
40 4/65 14 1970 16 0.07 13 1 17 
50 8/65 14 <1970 12 0.158 13 1 17 
65 11/65 14 <1970 12 0.568 13 1 17 

370family 

115 3/74 14 1976 4 0.055 13 5 2 

115-2 4/76 14 1978 19 0.077 13 5 25 

125 4/73 14 1976 4 0.08 13 4,5 2 

125-2 2/76 14 1978 19 0.099 13 5 25 

135 4/72 14 1974 4 0.161 13 2,3 3 

138 11/76 14 1979 4 0.214 13 4 3 

145 6/71 14 1974 4 0.3 13 2,3 3 

145-2 6/71 24 1974 18 0.3 24 2,3 18 

148 1/77 14 1978 4 0.425 13 4 3 

155 1/71 14 1972 4 0.55 13 1 2 

155-2 1/71 24 1972 18 0.55 24 1 18 

158 4/73 14 1977 4 0.829 13 4,5 2 

158-3 9/76 14 1978 19 0.9 13 5 25 

165 4/71 14 1972 4 1.9 13 1 2 

168 5/73 14 1977 4 2.3 13 4,5 2 

168-3 6/76 14 1978 19 2.5 13 5 25 

30XX family 

3031 3/78 14 1980 4 1.045 13 5 2 

3032 3/78 14 1979 4 2.5 13 5 2 

3033-N 1/80 14 1981 4 4.0 13 5 2 

3033-S 1/81 11 1981 4 2.3 6 5 2 

3033-U 3/78 14 1983 4 5.9 13 5 2 

3081-D Q3/81 5 1982 22 10.0 7 8 25 

3081-G Q3/82 5 1983 21 11.4 8 8 2 

3081-GX Q1/84 5 1985 22 12.5 9 8 2 

3081-K Q2/82 5 1983 21 15.4 2 8 2 

3081-KX Q1/84 5 1985 22 16.3 9 8 2 

3083-B Q4/82 5 1983 22 5.7 8 8 2 

3083-BX Ql/84 5 1985 22 6.0 9 8 2 

3083-E Ql/83 5 1983 22 3.1 8 8 2 

3083-EX Ql/84 5 1985 22 3.3 9 8 2 

3083-J Q4/82 8 1983 22 7.9 8 8 2 

3083-JX Ql/84 8 1985 22 8.4 9 8 25 

3084-QX Q2/84 8 1985 22 29.1 9 8 25 

4300family 

4331-1 3/79 14 1983 12 0.2 6 8 25 

4331-2 8/80 14 1983 18 0.4 6 8 25 

4341-1 

(continued) 

11/79 14 1983 4 0.7 6 8 2 
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Table 1A. 1 (continued) 

Model 

First Shipment 

from IBM 

Final Shipment 

from IBM MIPS Technology Class 

Date Source" Date Source" Value Source* Value Source* 

4341-2 Q2/81 1 1983 4 1.2 6 8 2 

4341-10 Q1/82 1 1983 4 0.58 9 8 2 

4341-11 Q1/82 1 1983 4 0.88 9 8 2 

4341-12 Q1/83 1 1983 4 1.2 9 8 2 

4361-5 Q2/84 1 1987 21 1.14 9 9 25 

4381-1 Q1/84 23 1986 22 2.1 9 9 25 

4381-2 Q2/84 23 1986 22 2.7 9 9 25 

4381-3 Q1/85 23 1986 22 4.8 10 9 25 

4381-12 Q1/86 5 1988 21 2.7 5 10 25 

4381-13 Q1/86 5 1988 21 3.7 5 10 25 

4381-14 Q1/86 5 1988 21 6.5 5 10 25 

"Key: 1 = Computer Information Resources, Computer Price Watch (January 1986). 2 = Printout of 
data base from Dulberger (1989). 3 = Printout of data base from Dulberger (1989), cross-checked with 
her table 2.2. 4 = Final year in sample from Dulberger (1989). 5 = Gartner Group, IBM Large Com¬ 

puter Market (Midyear 1986): 8. 6 = Tom Henkel, “Annual Hardware Roundup,” Computerworld, 13 
July 1981, 12. 7 = Tom Henkel, “Annual Hardware Roundup,” Computerworld, 2 August 1982, 24. 8 
= Tom Henkel, “Annual Hardware Roundup,” Computerworld, 8 August 1983, 30. 9 = Tom Henkel. 
“Annual Hardware Roundup,” Computerworld, 20 August 1984, 24. 10 = Tom Henkel, “Annual Hard¬ 
ware Roundup,” Computerworld, 19 August 1985, 24. 11 = International Data Corp., EDP Industry 

Report, 30 September 1983, 19. 12 = International Data Corp., IBM PIC file. Installed Base—U.S. 
(final year in which number of installed units rises). 13 = Lias (1980). 14 = Padegs (1981). 15 = 
Phister (1974, 344). 16 = Phister (1974, 333) (final year in which number of installed units rises). 17 
= Phister (1974, table II.2.11.1, line 69, pp. 343 and 345). 18 = Assumed same as model 1. 19 = 
Assumed two-year production period. 20 = Assumed equal to average of MIPS for 360/22 and 360/25, 
for which MIPS ratings found in Lias (1980). 21 = Lloyd Cohn (International Data Corp.), telephone 
conversation. 25 January 1990. 22 = Rosanne Cole, telephone conversation, 20 March 1990. 23 = 
Rosanne Cole, telephone conversation, 25 July 1990. 24 = Ellen Dulberger, telephone conversation, 29 
April 1986. 25 = Ellen Dulberger, telephone conversation, 6 February 1990. 

Table 1A.2 Further Information on Technology Classes 

Class 

Chip 

Density 

First Shipment of IBM 

Model from the Class 

Period as Best 

Technology 

1 0.0025KB 4/65 4/65-5/71 

2 0.125KB 6/71 6/71-3/73 

3 1KB 

(Bipolar chip) 

4/73 Never 

4 1KB 

(FET chip) 

4/73 4/73-2/74 

5 2KB 3/74 3/74-2/79 
8 64KB 3/79 3/79-12/83 

9 288KB 1/84 1/84-12/85 
10 1MB 1/86 1/86- 

Note: KB = kilobits, MB = megabits. Models in classes 6 and 7, which have 4KB and 16KB 
memory chips, respectively, were not represented in my sample. 
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2 Price Indexes for 
Microcomputers: An 
Exploratory Study 

Ernst R. Bemdt and Zvi Griliches 

In recent years, a considerable amount of research has focused on the con¬ 

struction and interpretation of price indexes for computers.1 The computer 

market is a fascinating one, for technological change has been rapid, there has 

been a great deal of entry and exit of firms and models, and, particularly in 

the microcomputer market, models have been simultaneously sold at different 

prices by standard retail and discount vendors. 
Because of the rapid technological change and turnover of models and 

firms, Fisher, McGowan, and Greenwood (1983) have characterized the main¬ 

frame computer market as typically being in “disequilibrium.” One conse¬ 

quence of this is that price indexes have been used for two rather different 

purposes, one to deflate expenditures or purchases into constant dollars, and 

the other to trace out movements in a technological frontier, such as a price- 

performance ratio. 
If quality-adjusted prices reacted instantaneously and fully to the introduc¬ 

tion of new technology, then an index that traced out the technological frontier 

Ernst R. Bemdt is professor of applied economics at the Massachusetts Institute of Technology, 
Sloan School of Management, and is a research associate at the National Bureau of Economic 
Research. Zvi Griliches is the Paul M. Warburg Professor of Economics at Harvard University 
and program director of productivity and technical change studies at the National Bureau of Eco¬ 

nomic Research. 
The authors gratefully acknowledge the financial support of the Alfred P. Sloan Foundation and 

the National Science Foundation to the National Bureau of Economic Research and the helpful 
comments of Rosanne Cole and Allan H. Young. They have benefited from the able research 
assistance of Joanna Stavins and by having access to earlier research on this topic by Jeremy 
Cohen and Amy Kim. Proprietary data on microcomputer shipments and installations by PC 
model were kindly provided to them by Bruce A. Stephen and Lloyd Cohen of the International 

Data Corp. 
1. See, e.g., the classic study by Chow (1967) as well as more recent ones by Archibald and 

Reece (1978), Gordon (1989, 1990), Michaels (1979), Oliner (1986), and Triplett (1989a). 
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would be identical to one that covered all models sold in the marketplace. In 

periods of disequilibrium, however, the two quality-adjusted price indexes 

might differ, with consumers tolerating transactions at more than one quality- 

adjusted price. One reason for such multiple price transactions would be if the 

supply of some new models is initially limited and, in spite of this excess 

demand, manufacturers offered new models at lower prices to facilitate dis¬ 

semination of information about the new low-price technology. Another rea¬ 

son would be if surviving models were of higher quality in some unobserved 

characteristics or benefited from the accumulation of specialized software and 

know-how. The extent of such price disequilibrium is of course an empirical 

issue; some recent evidence on this issue for the mainframe computer market 

is presented by Dulberger (1989). 
Although the mainframe computer market has received considerable atten¬ 

tion, to the best of our knowledge there has been little empirical work on the 

microcomputer (PC) market.2 In this paper, we focus attention on the interpre¬ 

tation of implicit price indexes and coefficients from hedonic price equations 

using detailed data from the list and discount U.S. microcomputer markets.3 

We define a discount price as that advertised for a particular model sold by a 

vendor other than the manufacturer and a list price as that advertised by the 

brand-name manufacturer; for example, we classify the advertised price of an 

IBM personal computer sold by 47th St. Photo as being a discount price, 

while we categorize the price advertised by IBM for the same model as being 

a list price. Much of the discount market is mail order. Presumably, transac¬ 

tions in discount markets take place at advertised prices, whereas consider¬ 

ably fewer transactions occur at list prices. Unfortunately, data by transactions 

prices are not available to us. 

Our work builds on the research of two of our students, Cohen (1988) and 

Kim (1989). Cohen originally gathered and assembled price and characteris¬ 

tics data covering the time period 1976-87; the data, which he updated to 

include 1988, were then examined further by Kim. On the basis of hedonic 

regression equations with pooled data, both Cohen and Kim generated im¬ 

plicit PC price indexes for list and discount markets. Before doing estimation, 

both Cohen and Kim divided nominal prices for each model by the consumer 

price index (hereafter we call this CPI-adjusted price index a relative price 

index). Representative findings from Cohen and Kim are presented in table 

2.1, as are the PC price index computed by Gordon (1990) and the BE A “of¬ 

ficial” PC price index. Both Gordon’s and BEA’s price indexes employ 

2. A very brief discussion of PCs is presented in Gordon (1989, 1990). See also Catron (1989) 
and Sinclair and Catron (1990). 

3. Hedonic regression methods and their interpretation are discussed in, among others, Gril¬ 
iches (1961, 1971, 1988), Triplett (1986). and Berndt (1991). Theoretical foundations for inter¬ 
preting hedonic price equations are found in, among others, Rosen (1974) and Epple (1987). For 
a historical discussion of the incorporation of hedonic regression methods into official price in¬ 
dexes, see Triplett (1990). 
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Table 2.1 Relative Price Indexes for Microcomputers Based on Hedonic Regressions 

and Matched-Model Procedures 

Hedonic Regressions 

Cohen Kim Matched-Model Procedure 

List Discount List Discount 

Year Prices Prices Prices Prices Gordon BEA CPI 

1976 4.7709 0.5828 

1977 2.7347 0.6262 

1978 2.0878 1.4558 0.6727 

1979 1.8015 1.3638 0.7471 

1980 1.6923 1.4726 0.8535 

1981 1.4189 1.2700 1.3441 0.9345 

1982 1.0000 1.0000 1.0000 1.000 1.0000 1.000 1.0000 

1983 0.7118 0.4613 0.687 0.464 0.7459 0.777 1.0306 

1984 0.5926 0.6225 0.617 0.920 0.5576 0.568 1.0651 

1985 0.3898 0.3798 0.409 0.595 0.3871 0.511 1.1076 

1986 0.2581 0.2494 0.268 0.393 0.2916 0.369 1.1291 

1987 0.1913 0.1680 0.194 0.259 0.2201 0.321 1.1715 

1988 0.123 0.200 1.2176 

Average annual growth 

rates (AAGRs), 

(%)1982-87 -28.16 -30.01 -27.96 -23.68 -26.12 -20.33 3.22 

Entire period covered 

by the study (%) -25.36 -21.33 -29.48 -23.53 -26.03 

Note: All the computer price indexes are relative to the CPI: i.e., the nominal computer prices have been 
divided by the consumer price index. Data are taken from Cohen (1988, app. D, p. 70), renormalized 
to 1982 = 1.000; from Kim (1989, app. 22); and from Gordon (1990, table 6.13, p. 237), renormalized 
and divided by the CPI. The BEA index is from the November 1988 issue of the Survey of Current 

Business, table 1, p. 22 (divided by the CPI). For further discussion of the Gordon and BEA indexes, 

see n. 4 below. 

“matched-model” procedures.4 To facilitate comparison of indexes, in the bot¬ 

tom row of table 2.1 we present AAGRs (average annual growth rates) for all 

the price indexes over the same time interval, 1982-87. 
As is seen in table 2.1, all relative price indexes suggest rapid declines in 

the quality-adjusted price of microcomputers.5 Cohen reports an AAGR of 

- 25.36 percent in relative price of PCs over the time frame 1976-87 for list 

prices and a slightly lower -21.33 percent for discount prices. Kim finds an 

AAGR of -29.48 percent for list prices for 1976-88 and -23.53 percent 

for discount prices. Gordon’s calculations suggest an AAGR of -26.12 per- 

4. Gordon’s index is based on data covering twenty-one PC model years for 1981-87, taken 
from advertisements in Business Week and PC Magazine. Precisely how the BEA PC price index 
is constructed is not clear. According to Cartwright and Smith (1988, 22), For personal com¬ 
puters (PC’s), a matched model index was introduced in 1987. It is now constructed using 
price changes of IBM PC’s, judgmentally adjusted by BEA to reflect price changes for other 
models, for 1983 and price changes of models sold by IBM and three additional manufacturers 

for 1984-87.” 
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cent for the shorter period 1982-87 (a mix of list and discount prices), while 

the BEA relative price index falls at a smaller AAGR of —20.33 percent for 

the same period. 
The research results we report in this paper extend the work of Cohen, Kim, 

and Gordon in a number of related ways. First, we focus attention on the more 

general interpretive implications of the fact that the PC market is a changing 

one during the period 1982-88, involving shake outs of some models, suc¬ 

cessful innovations for others, and dramatic changes in product characteris¬ 

tics. The data sample that we observe is opportunistic in the sense that it rep¬ 

resents new (not secondhand) models only and within that set only those that 

survived for one year or more. We examine whether surviving vintages are 

priced at a premium and how prices of surviving vintages adjust when new 

models are introduced incorporating technological advances. 

Second, we examine several econometric implications of the fact that, ow¬ 

ing to differential survival rates in the marketplace, our data are in the form of 

an unbalanced panel. In particular, we explore implications for estimation of 

how one implements empirically the identity that the year in which the model 

is observed is the sum of the year in which the model was first introduced and 

its age in years since introduction. A diagnostic test is discussed and imple¬ 

mented for checking our hedonic specification. Issues of sample selectivity 

are also addressed. 

Finally, we construct and comment on a variety of price indexes that can 

potentially serve as deflators for microcomputer investment series or as mea¬ 

sures that trace out a technological frontier in the PC market. 

2.1 The Data 

The data set available for this study includes price and technical attribute 

measures for new (not used) personal computers sold in the United States 

from 1976 to 1988. The 1976-87 data were originally collected and analyzed 

by Cohen (1988); these data have been updated by Cohen to 1988, have been 

employed by Kim (1989) in further analysis, and have undergone additional 

revisions by us. The primary source of technical data was the Byte magazine 

comprehensive technical reviews. Since both list and discount prices often 

varied within each calendar year, the June issues of Byte, PC Magazine, and 

PC World were employed for list price data, while ads in the “Science and 

Technology” and “Business” sections of a Sunday New York Times issue in 

early June of each year were employed to obtain discount prices.5 6 Additional 

data sources included the Dataquest Personal Computer Guide and IBM pric¬ 
ing and technical data. 

5. To convert the relative price indexes into nominal price indexes and thereby make entries in 
table 2.1 consistent with published numbers, simply multiply the relative price index by the appro¬ 
priate CPI (given in the last column of table 2.1). 

6. The first PC advertising appeared in the New York Times in 1981. 
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Characteristic and performance data collected by Cohen include RAM (the 

amount of random access memory standard on each PC model, measured in 

kilobytes [KB]), MHZ (the clock speed, measured in megahertz, or millions 

of cycles per second), HRDDSK (the amount of storage on the hard disk, if 

one exists, measured in megabytes [MB]), NUMFLP (the number of floppy 

disk drives standard on each model), SLOTS (the total number of eight-, 

sixteen-, and thirty-two-bit slots available for expansion boards), and AGE 

(the number of years the model has been sold on the market, where the model 

has an age of zero in its initial year). 

As we noted earliet, an important feature of the PC market is that it is 

changing very rapidly. A model introduced in year 0 may survive with un¬ 

changed characteristics into year 1, year 2, or even longer, or, as is often the 

case, it may survive with differing characteristics into other years (we call this 

a changed version of the model). Other models may exit after being in the 

market only one year. Hence, the stock of models sold in any given year con¬ 

sists of new and incumbent models and, among the incumbent models, new 

and old versions. 
To highlight the evolution of the PC market, in table 2.2 we present arith¬ 

metic means of characteristics for models newly introduced from 1982 

through 1988. As is seen there, the mean nominal price decreased slightly, 

about 3 percent, from $3,617.61 in 1982 to $3,508.47 in 1988, while mean 

RAM increased more than tenfold from 94.92 to 1,069.39KB, MHZ clock 

speed jumped more than three times from 4.4046 to 14.8201, and the mean 

hard disk storage rose from 0 to 43.638MB. 
In table 2.3, we summarize the mixed nature of the PC market from 1982 

to 1988, including new and up to age 3 models, separately for the total, list, 

and discount markets. For the total market, 58 percent (722 of 1,265) are new 

models, 29 percent (372) are models that survived one year (perhaps with 

changed characteristics and reduced prices to meet the market competition 

Table 2.2 Mean Values of Characteristics for New Models, 1982-88 

Year N RAM MHZ HRDDSK NUMFLP SLOTS Nominal Price 

1982 13 94.92 4.4046 0.000 1.154 3.308 3,617.61 

1983 59 122.78 4.6807 2.161 1.237 3.322 3,017.66 

1984 80 204.00 5.1998 3.012 1.338 3.325 3,026.96 

1985 61 326.69 5.9974 4.607 1.295 4.000 2,991.15 

1986 123 539.25 7.6016 11.220 1.195 5.081 2,955.60 

1987 245 773.09 10.1033 22.355 1.098 5.016 3,251.40 

1988 141 1,069.39 14.8201 43.638 1.014 5.993 3,508.47 

Note- N is the number of new models by year; RAM is kilobytes of random access memory standard on 
each model; MHZ is clock speed in megahertz; HRDDSK is the amount of storage on the hard disk, if 
one exists, in megabytes; NUMFLP is the number of floppy disk drives standard on each model; SLOTS 
is the total number of eight-, sixteen-, and thirty-two-bit slots available for expansion boards; and nom¬ 

inal price is the price in current (nominal) dollars. 
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Table 2.3 Vintage Composition of Microcomputer Market, 1982-88 

No. of Price Observations 

Year AGE = 0 AGE = 1 AGE = 2 AGE = 3 Total 

1982: 

Total 13 7 12 9 41 

List 10 5 4 5 24 

Discount 3 2 8 4 17 

1983: 

Total 59 9 5 6 79 

List 53 5 3 1 62 

Discount 6 4 2 5 17 

1984: 

Total 80 44 3 0 127 

List 63 25 2 0 90 

Discount 17 19 1 0 37 

1985: 

Total 61 39 12 2 114 

List 59 18 5 0 82 

Discount 2 21 7 2 32 

1986: 

Total 123 35 23 6 187 

List 106 26 13 2 147 

Discount 17 9 10 4 40 

1987: 

Total 245 92 42 11 390 

List 217 63 30 9 319 

Discount 28 29 12 2 71 

1988: 

Total 141 146 32 8 327 

List 129 59 5 0 193 

Discount 12 87 27 8 134 

Grand total 722 372 129 42 1,265 

List total 637 201 62 17 917 

Discount total 85 171 67 25 348 

from frontier models), 10 percent (129) survived two years, and 3 percent (42) 

remained in the marketplace for three years. 

Altogether, about 72 percent of our model observations are taken from the 

list market, while 28 percent represent discount quotations. However, as is 

also seen in table 2.3, the age composition of models varies considerably be¬ 

tween the list and the discount markets. Specifically, discount markets tend to 

have a much smaller proportion of new models and much larger proportions 

of one-, two-, and three-year-old models. Finally, it is worth noting that, in 

our data set, some models are sold in both the list and the discount markets 

(e.g., IBM and Compaq) and are therefore “observed” twice, while others are 

only in the list market (e.g., PC Limited); however, no model is observed only 

in the discount market. 
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To focus attention on issues involved in interpreting coefficients with un¬ 

balanced panels, in this paper we adopt in essence the regressors and func¬ 

tional form employed by Cohen and Kim, in which the logarithm of the real 

price (LRPRICE) is regressed on the logarithm of several characteristics, includ¬ 

ing LRAM, LMHZ, LHRDDSK (log[HRDDSK] + 1]), LNUMFLP 

(log[NUMFLP + 1]), FSLOTS (log[SLOTS] + 1]), and a number of 

dummy variables. 
The dummy variables for characteristics include PROC16 (= 1 if model 

has a sixteen-bit processor chip, otherwise 0), PROC32 = 1 if model has a 

thirty-two-bit processor chip), DBW (= 1 if system comes with a mono¬ 

chrome monitor), DCOLOR (= 1 if system comes with a color monitor), 

DPORT (= 1 if model is portable or convertible), DEXTRA (= 1 if model 

has a significant piece of additional hardware included, otherwise 0; examples 

of such extra hardware include modems, printers, or an extra monitor), and 

DDISC (= 1 if system price is discounted by the vendor). 

The dummy variables for manufacturers are DIBM (= 1 if system is made 

by IBM), DAPPLE (Apple), DCOMMO (Commodore), DCMPQ (Compaq), 

DNEC (NEC), DRDIOSH (Radio Shack), DPCLIM (PC Limited), and 

DOTHER (made or sold by any other company than those noted above). 

Finally, a number of time and vintage effect dummy variables are em¬ 

ployed. For time effects, the dummy variables T82, T83, . . . , T88, take on 

the value of 1 if the PC model was sold in that year and otherwise equal 0. For 

vintage effects, the dummy variables V79, V80, . . . , V88 take on the value 

1 if the model was originally introduced in that year and otherwise equal 0. 

The above variables, as well as several other measures, were included as 

regressors in a number of specifications examined by Cohen and by Kim using 

data beginning in 1976. Since the PC market was very small from 1976 until 

the entry of IBM in late 1981 (only 156 models were introduced before 1982), 

in this paper we confine our attention to the period 1982-88 and the 1979- 

88 vintages, restricting our sample to PC models whose age is three years or 

less, and dividing the AGE variable into three dummy variables, AGE1, 

AGE2, and AGE3, with a new model having an implicit age of 0. The data 

used in our regression analysis are summarized in table 2.4, where we pre¬ 

sent sample means as well as minimum and maximum values of the various 

variables. 

2.2 Econometric Issues 

Our data set comes in the form of an unbalanced panel, in that the number 

of observations by age, and by vintage, varies by year. Let the vintage of 

model i (the year in which it was first introduced) be V, where V = 79, 80, 

5 88; let the year (time period) in which the model is observed be T, where 

j — 82, 83, . . , 88; and let the age of the model of vintage V observed in 

time period T, in years, be A, where A is either 0, 1,2, or 3. This yields the 

identity that, for any model observation, 
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Table 2.4 Summary of Microcomputer Data, 1982-88 

Variable Mean Minimum Value Maximum Value 

PRICE 2,846.96 40.00 13,995.00 

RAM 560.73 1.00 4,096.00 

MHZ 8.3474 1.00 25.00 

HRDDSK 17.199 0.00 314.00 

NUMFLP 1.1526 0.00 2.00 

SLOTS 4.5644 0.00 21.00 

AGE 0.5976 0.00 3.00 

PROC16 0.5510 0.00 1.00 
PROC32 0.1344 0.00 1.00 
DBW 0.4213 0.00 1.00 
DCOLOR 0.0285 0.00 LOO 
DPORT 0.1747 0.00 1.00 
DEXTRA 0.0206 0.00 1.00 
DDISC 0.2751 0.00 1.00 
DIBM 0.0988 0.00 1.00 
DAPPLE 0.0427 0.00 1.00 
DCMDRE 0.0285 0.00 1.00 
DCMPQ 0.0648 0.00 1.00 
DNEC 0.0427 0.00 1.00 
DRDIOSH 0.0490 0.00 1.00 
DPCLIM 0.0166 0.00 1.00 
DOTHER 0.6569 0.00 1.00 
T82 0.0324 0.00 1.00 
T83 0.0635 0.00 1.00 
T84 0.1004 0.00 1.00 
T85 0.0901 0.00 1.00 
T86 0.1478 0.00 1.00 
T87 0.3083 0.00 1.00 
T88 0.2585 0.00 

N = 1,265 

1.00 

(1) T = V + A. 

If T, V, and A were treated as continuous variables, one could not simulta¬ 

neously introduce all three as regressors in a linear equation to be estimated 

by least squares, for exact collinearity would result. To avoid such collinear- 

ity, only two of the three could be included directly, and estimates for the third 

could be computed indirectly using (1). Alternatively, as has been discussed 

by Fienberg and Mason (1985), one could specify instead a model with non¬ 

linear transformations of all three variables, such as their squared values.7 

7. However, one cannot identify parameters in a full quadratic expansion of the three variables 
owing to the identity in (1). For discussions in the context of age, period, and cohort models, see 
Fienberg and Mason (1985) and Wilmoth (1989). 
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To begin with, suppose that one specified the regression equation 

(2) In />,„ = 8 + 8„V + 8„/> + X'6, + 

where V and A are continuous variables, and X is a vector of model /-specific 

characteristics variables. This regression equation is equivalent to one with 

the A = T — V identity from (1) substituted into (2); that is, it is equivalent 

to a regression equation with V, T, and X as regressors rather than V, A, and X: 

In Pimt = 5 + 8vV + 8a(T - V) + X\ + eimt 

(3) = 5 + (8v - 8JV + 8aT + X'8x + siva, 

= 8 + 8;v + 8aA + X\ + eivar 

where 8( = 8v — 8a. In particular, direct and implicit least squares estimates 

of the 8, 8v, 8a, and hx coefiicients in (2) and (3) are numerically equivalent, 

as are the equation R2 values. Similarly, one could substitute V = T — A from 

the identity in (1) into (2) and obtain a regression equation with T, A, andX as 

regressors rather than V, T, and X as in (2) or V, A, and X as in (3): 

In Pivat = 8 + 8v(T - A) + 8a A + X'8, + eivaf 

(4) - 8 + 8 J + (8fl - 8V) A + X\ + s,va( 

= 5 + 87 + 8; A + X'hx + eivat 

where 8^ = 8a — 8v. Given the algebra of least squares, direct and implicit 

estimates of the 8, 8v, 8fl, and 8r parameters in (2), (3), and (4) are identical, 

as are the equation R2 measures. 
However, as we show below, when T, V, and A are discrete dummy variables 

rather than continuous, and if the coefficients of these variables are to be held 

constant over time and/or vintage, then by construction the simple adding-up 

conditions implied by (1) no longer hold, and least squares direct and implicit 

estimates of the parameters depend on the equation fitted. This raises a num¬ 

ber of issues involving the interpretation of dummy variable coefficients and 

the maximal parameterization possible that avoids exact collinearity.8 

In terms of inteipretation, consider the following equation, analogous to 

(4) , where T and A are vectors of dummy variables with T82 and AO deleted, 

and the vintage dummy variables in V are all deleted: 

(5) In Pivat = a + T'a, + A'aa + X'(3 + uivat. 

In this case, one might interpret estimates of the a, as changes in the quality- 

adjusted price index relative to 1982, holding age fixed. Similarly, estimates 

of the aa can be interpreted as the effects of age (relative to a new model of 

age 0) on price, holding time fixed. Intuitively, the a, parameters in this T-A 

specification represent the general movement in average PC prices, given the 

average rate at which selectivity occurs in the sample. 

8. A related discussion of this issue in the context of age, period, and cohort effects in earnings 

equations is presented by Heckman and Robb (1985). 
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While cumulated evidence from the mainframe market suggests that the a, 

should decline with time (see, e.g., Cartwright 1986; Cole et al. 1986; Gor¬ 

don 1989; and Triplett 1989a), it is not clear what one should expect for signs 

of the estimated aa, which represent the effects of quality differentials on mod¬ 

els of different ages sold contemporaneously, holding time fixed. According 

to one line of thinking, new models of superior quality should command a 

premium price, and, if market competition forced the valuations of all char¬ 

acteristics of incumbent models to obsolescence at the same rate, prices of 

surviving vintages would decline appropriately. Thus, since the time dummy 

captures the full price effect, one might expect estimates of a,, a2, and a3 to 

be approximately zero. On the other hand, selectivity in the marketplace re¬ 

veals survival of the fittest, and, if there are unmeasured characteristics (e.g., 

compatible software or hardware, differential service policies and warranties), 

then the age coefficients may to some extent be providing an estimate of the 

unobserved positive quality differentials among the survivors as vintages pro¬ 

gress. To unscramble the obsolescence and selectivity components of the es¬ 

timated age coefficients, one would need to assume that all the quality differ¬ 

ences among vintages were already captured in the changing computer 

characteristics and their associated coefficients, assuring thereby that age 

coefficients reflected selectivity alone. 

Alternatively, one might specify a regression equation using the vintage V 

and age A dummy variables rather than the T and A as in (5): 

(6) In pivat = a + y'av + A'aa + X'p + uival, 

where, say, the V82 vintage dummy variable was omitted. In terms of inter¬ 

pretation, note that, if the technical characteristics variables captured virtually 

all the quality changes embodied in models, then the vintage coefficients 

would essentially be capturing the decline in prices by vintage (i.e., by date 

of introduction), which in turn is some average of the difference between A 

and the implicit T over ages. Similarly, given that the specification (6) condi¬ 

tions on vintages, one can interpret the aa age coefficients as representing the 

average price decline of surviving models over the sample years, reflecting 

the identity (1), A = T — V for all vintages. In a sense, it is another measure 

of the average rate of improvement in the quality of new computers, which 
forces the price of incumbent models to decline. 

In spite of its apparent similarity with (5) given the identity (1), the speci¬ 

fication in (6) is in fact quite different, except for the special case when models 

of only one age are considered (e.g., only AGE = 0 models). There are at 

least two reasons for this. First, the number of dummy variable coefficients is 

greater in (6) than in (5), for in (5) there are six time (T83-T88) and three age 

(A1-A3) coefficients, while in (6) there are nine vintage (V79-V88, V82 

omitted) and three age (A1-A3) parameters. Thus, in general, one should not 

expect least squares estimates of aa and [3 to be to same in the two specifica¬ 
tions. 
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Second, while the age coefficients condition on time in (5), in (6) the con¬ 

ditioning is on vintage. In particular, in (6) the aa age coefficients are inter¬ 

preted as the effect on price of age (relative to a new model), holding vintage 

V (not time T) fixed. Since the conditioning changes, least squares estimates 

should also be expected to differ in (5) and (6). 

To understand this better, consider a V-A specification such as (6). An im¬ 

plicit time coefficient such as that for, say, T88 could be computed in four 

different ways: 

(7) a. av,88 ^ aa, 0’ a/,88 av,87 aa, 1’ 

88 av,86 2’ and/or Qt(gg av,85 aa,3- 

Similarly, with T-A specifications as in (5), the implicit vintage coefficient for, 

say, V85 could be computed alternatively as 

(8) av.85 °9.85 aa,0’ ttv, 85 °9, 86 aa,l’ 

av,85 = ar.87 — aa,2’ and/or otv 85 — a( 88 — aa3. 

Least squares estimation of the V-A and T-A specification implicitly weight 

and average over these four possibilities in different ways, and thus there is no 

reason to expect implicit and direct estimates of the av, aa, and/or a( coeffi¬ 

cients to be numerically equivalent in the T-A and V-A models, unless the rates 

of vintage improvement, time inflation, and age depreciation are all constant 

functions of elapsed time. In this special case, identity (1) also holds for all 

the relevant dummy variable coefficients. 
But, if the V-A and T-A specifications yield varying estimates because of 

their distinct conditioning and use of differing information, how is one to 

choose among them? For purposes of computing quality-adjusted price in¬ 

dexes, the directly estimated time coefficients based on (5) have a clear inter¬ 

pretation, and, for that reason, specification (5) has formed the basis of almost 

all hedonic price index studies. But is it necessary to delete the V variables 

completely? Can one not employ a specification that efficiently uses informa¬ 

tion simultaneously from the T, A, and V dummy variables yet avoids exact 

collinearity? 
This issue has been addressed by Hall (1971), whose context involved use 

of a balanced panel data set for secondhand trucks. In our context, the maxi¬ 

mal parameterization consistent with avoiding exact collinearity among the T, 

K and A dummy variables turns out to be one in which eight of the original 

ten vintage dummy variables are added to the T-A specification (5), that is, 

two (not one) of the vintage dummies are deleted from the original set of ten 

(V79-V88) (see especially Hall 1971, 248).9 We can write such a specifica¬ 

tion as 

q Xhere is intuitive appeal to this additional normalization. Hall defined the price index as the 
product of vintage effects (embodied technical progress), depreciation, and time (disembodied 
technical progress). Thus, the logarithm of the price index is the sum of these three effects, each 
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(9) In P,val = a + To, + A'aa + V'av + X'p + uival, 

where the vector of dummy variables in V consists of eight elements. As Hall 

noted, coefficients on the av should be interpreted as differences from the av¬ 

erage rate of growth of technical progress embodied but unobserved in pair¬ 

wise comparisons of vintages. For example, if one omitted the V82 and V83 

dummy variables, the av coefficient estimates should then be interpreted as a 

contrast; for example, the coefficient on the V88 dummy variable should then 

be interpreted as the difference between the average 1988 vintage effect and 

the mean of the average vintage effects for 1982 and 1983. Alternatively, one 

can think of these as contrasts, deleting the middle vintages and interpreting 

the remaining coefficients as measuring period (acceleration) from the average 

rate of technological change. We suggest that a necessary condition for a he¬ 

donic price equation to be satisfactory is that the portion of quality change not 

captured by the characteristics variables should be unrelated to vintages; that 

is, in a desirable specification, the av should be approximately zero.10 

It follows that, since the av coefficients represent contrasts in average rates 

of growth due to unobserved quality change, one can interpret a test that the 

oq, = 0 as corresponding to a test that changes in characteristics among mod¬ 

els and over time adequately capture quality changes between vintages and 

that average unobserved vintage effects are not systematically different in pair¬ 

wise comparisons across vintages. Further, if it were found that the av are 

simultaneously different from zero, then one might interpret that result as sug¬ 

gesting model misspecification, reflecting either the effect of omitted charac¬ 

teristic variables or invalid stability constraints on the characteristics parame¬ 

ters over time. Hence, as noted above, a desirable specification would yield 

nonrejection of the null hypothesis that the av simultaneously equal zero, in 

which case (5) would be empirically supported as a special case of (9).* 11 

Hypotheses concerning parameter restrictions can of course be tested using 

the standard F-test methodology. As has been emphasized by, among others. 

Arrow (1960) and Ohta and Griliches (1976), when samples are large and 

in rates of growth. To normalize the level of the price index, one normalizes levels of each of the 
three effects; i.e., one deletes one variable from each of the T, V, and A dummy variable sets and 
normalizes relative to that variable. But, in addition, one must normalize at least one of the growth 
rates since the product of the three effects implies that components are unidentified. This addi¬ 
tional normalization is accomplished by deleting an additional vintage variable, thereby yielding 
a contrast in levels of the logarithmic regression, which is equivalent to a normalization in growth 
rates of one of the three components. For additional discussion, see Hall (1971). 

10. Implicit in this test is the assumption that the different characteristics contained in the vari¬ 
ous vintages appreciate (owing to inflation) and depreciate (owing to technological change) at the 
same rate. 

11. It is worth noting here that the choice of which two dummy variables to delete from the V 
vector is arbitrary in the sense that goodness of fit and numerical values of least squares estimates 
of a and the P’s will be unaffected. However, the interpretation and numerical values of the least 
squares estimates of the a,, ao, and a,, will depend on this choice. 
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standard test procedures are employed, one is likely to reject most simplifying 

parameter restrictions on purely statistical grounds, even though they may still 

serve as adequate approximations for the purpose at hand. There are several 

ways one can deal with this problem. 

First, to accommodate the larger sample size, we can compensate by choos¬ 

ing very tight significance levels for the standard F-tests. In this paper, we do 

that by choosing .01 significance levels. Second, one could adopt the more 

agnostic and conservative criterion that the null hypothesis holds only approx¬ 

imately rather than exactly in the sample. In such a case, as Learner (1978) 

has shown, one could employ a Bayes procedure that, in essence, decreases 

the significance level as the sample size n increases. Although we investigated 

use of the Leamer-Bayes procedure, we do not report results based on it here 

in detail since, for every hypothesis we tested, the test statistic was less than 

the critical value and thus in each case the null hypothesis was not rejected.12 

Finally, since in our hedonic regressions the dependent variable is 

LRPRICE, the root mean squared errors (RMSE) measure the unexplained 

variation in prices in, roughly, percentage units. A reasonable criterion is to 

use the difference in the RMSE of the constrained and unconstrained regres¬ 

sions as a relevant measure of the price-explanatory power of a particular 

model. As our alternative test criterion, we will therefore reject the null hy¬ 

pothesis when the RMSE under the alternative results in a reduction of more 

than 5 percent in the RMSE (the standard deviation of the unexplained varia¬ 

tion in log prices). With an average RMSE of around 0.40, this RMSE crite¬ 

rion implies that we are looking for a movement of at least about 0.02, say, 

from 0.40 to 0.38, before we will “give up” on the more parsimonious para¬ 

meterization implied by the null hypothesis. 

2.3 Initial Results 

We begin with results from a T-A model in which the time and age dummy 

variables are included but the vintage dummies omitted, as in (5). Results are 

presented in table 2.5 for three regressions—a pooled sample, list price ob¬ 

servations, and discount price observations. In each case, the dependent vari¬ 

able is the logarithm of the real price (LRPRICE), and the variables are essen¬ 

tially those as in Cohen and Kim. Recall that, in many cases, a particular 

model appears in both the list and the discount markets. Given the specifica¬ 

tion of dummy variables, in each regression the estimated intercept term cor- 

12. Specifically, we computed the Bayes factor asymptotic approximation developed by Learner 
(1978, 108-14), translated from the condition that it exceeds one into an F-value expression that 
Learner has shown to be equal to (n - k) ■ («*" - 1 )lq, where n is sample size, k is the number 
of free parameters estimated in the unconstrained regression, and q is the number of parameter 
restrictions. For an application of Learner’s adjustment to the standard F-test procedure in the 

context of large samples, see Ohta and Griliches (1976). 
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Table 2.5 Parameter Estimates for Specifications with Time and Age Dummy 

Variables Included—Pooled, List, and Discount Samples for 1982-88 

Variable 

Pooled Sample List Price Sample Discount Price Sample 

Estimated 

Parameter r-Statistic 

Estimated 

Parameter r-Statistic 

Estimated 

Parameter r-Statistic 

Intercept 4.8101 41.934 4.7316 33.152 4.4924 23.823 

LRAM 0.3140 14.804 0.3313 12.746 .2721 7.875 

LMHZ 0.3157 7.668 0.2197 4.409 .5482 7.620 

LHRDDSK 0.1688 19.876 0.1716 17.710 .1543 9.005 

LNUMFLP 0.4304 8.588 0.4753 7.869 .2913 3.365 

LSLOTS 0.1721 8.483 0.1502 5.921 .2396 7.211 

AGE1 0.1193 3.911 0.1296 3.531 .0414 0.735 

AGE2 0.1542 3.448 0.2352 3.984 .0192 0.268 

AGE3 0.2984 4.034 0.5333 4.748 .1469 1.454 

PROC16 0.2087 5.817 0.2501 5.894 .1319 2.037 

PROC32 0.5193 8.101 0.6560 8.829 .1926 1.500 

DBW 0.0261 0.844 0.0222 0.633 -.0511 -0.944 

DCOLOR 0.0315 0.423 0.0463 0.491 -.0129 -0.110 

DPORT 0.3565 8.943 0.3400 6.763 .4703 7.273 

DEXTRA 0.2756 3.242 0.2698 2.733 .4609 2.706 

DDISC -0.2903 -9.460 

DAPPLE 0.2729 3.627 0.1982 1.999 .4470 3.938 

DCMDRE -0.3291 -3.776 -0.3763 -3.089 -.1226 -0.981 

DCMPQ 0.2678 4.176 0.3598 4.045 0.2266 2.394 

DNEC 0.1114 1.548 0.2369 2.399 -0.0265 -0.251 

DRDIOSH 0.0618 0.891 0.0162 0.205 0.4644 3.127 

DPCLIM -0.5047 -4.927 -0.4707 -4.402 

DOTHER 0.0062 0.141 0.0430 0.823 0.0027 0.034 

T83 -0.3974 -4.768 -0.2193 -2.081 -0.8034 -5.889 

T84 -0.4085 -5.017 -0.3494 -3.350 -0.2933 -2.298 

T85 -0.8567 - 10.110 -0.7645 -7.039 -0.7820 -5.845 

T86 - 1.2755 -14.937 - 1.1804 -10.770 -1.2660 -9.402 

T87 -1.6121 -18.728 - 1.5201 -13.805 -1.6758 -12.368 

T88 -2.0331 -22.412 - 1.9813 -16.876 - 1.9611 -14.177 

R2 0.7416 0.7003 0.8220 
N 1,265 917 348 
Root MSE 0.4166 0.4181 0.3796 

responds to that for a model of age 0 in 1982 that has an eight-bit processor, 

no monitor, and no extras, is not portable, is not in the discount market, and 
is made by IBM. 

A number of results are worth noting. First, the coefficient on LMHZ is 

positive and significant in all three regressions but is largest in the discount 

market; coefficients on the LSLOTS variable follow a similar pattern. Coeffi¬ 

cients on LRAM and LNUMFLP are also positive and significant but, in con¬ 
trast, are larger in the list than in the discount market. 
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Second, in all three regressions, the coefficients on the age variables are 

positive, holding time fixed, suggesting that the age effects of selectivity are 

substantial. Interestingly, the effect of age is largest in the list market, where 

the age premium is statistically significant and increases with age, implying 

that list prices of surviving computers do not drop “fast enough.” In the dis¬ 

count market, however, the age coefficients are statistically insignificant and 

follow no pattern. This suggests that some type of selectivity is occurring in 

the transition from list to discount markets and that, conditional on having 

entered the discount market, there is little age selectivity remaining. 

Third, in terms of other dummy variable coefficients, estimates of PROC16 

and PROC32 are positive, statistically significant, and larger in the list than 

discount market, and the positive DPORT parameter estimate is larger in the 

discount market. Although the general patterns of the time coefficient esti¬ 

mates are similar in the list and discount markets—revealing declines in 

quality-adjusted prices since 1982—in the discount market the pattern of es¬ 

timates between T83, T84, and T85 is not monotonic, suggesting that the 

discount market is more volatile or that the discount sample is too small in 

these years to generate reliable parameter estimates. 
Fourth, notice also that the DDISC coefficient in the pooled regression is 

negative (- .2903) and significant, as expected. We tested the null hypothesis 

that, aside from a parallel shift due to being in the discount market, all coeffi¬ 

cients are identical in the list and discount markets. The F-test statistic corre¬ 

sponding to this null hypothesis is 2.77, while the .01 critical value is 1.73. 

Hence, on the basis of the F-test criterion, the null hypothesis of parameter 

equality in discount and list markets is rejected.13 However, in terms of 
RMSE, the improvement under the alternative hypothesis is only 1.94 per¬ 

cent. Overall, we interpret these results as suggesting modest support for the 

null hypothesis of parameter equality in the two markets (aside from a parallel 

shift). 
We also applied two other Chow-type tests to check for parameter equality 

over different subsets of the data. First, we ran separate regressions for the 

age equals zero-, one-, two-, and three-years-old subsamples and compared 

the residual sums of squares with those from the pooled model reported in 

column 1 of table 2.5. The calculated F-test statistic is 2.66, while the .01 

traditional critical value is 1.44; however, the improvement in RMSE under 

the alternative hypothesis is 4.52 percent. Hence, although a tight criterion 

suggests rejection of the null, the RMSE approach lends marginal support in 

favor of the null hypothesis.14 
Second, we ran seven yearly regressions, one for each year from 1982 to 

1988, and then compared the residual sums of squares from these regressions 

13. The Bayes-Leamer critical value is 7.39, considerably greater than the computed ^-statistic 

°f 14? This F-test statistic value of 2.66 is also much smaller than the Bayes-Leamer large sample- 

adjusted critical value of 8.11. 
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with those from the pooled model reported in column 1 of table 2.5. With this 

test, we found more support for the notion of parameter instability. In partic¬ 

ular, the E-test statistic for the null hypothesis of parameter equality is 5.18, 

much larger than the .01 critical value of 1.32.15 Moreover, the improvement 

in RMSE under the alternative hypothesis is substantial—15.76 percent. 

Thus, parameters do not appear to be stable. We will return to a discussion of 

parameter instability over time later in this paper. 

2.4 Further Results 

To this point, our analysis has involved use of a traditional hedonic equa¬ 

tion with time and age dummies. As discussed earlier, however, an alternative 

specification involves including vintage and age dummies—see equation 

(6)—instead of the time and age dummies as in (5). Recall that regression 

results (including R2, parameter estimates, and standard errors) will vary 

somewhat when using the V-A specification rather than the T-A representation 

and that this should not be surprising, for, in (5), the total number of T-A 

dummy variable coefficients estimated directly is nine, while in (6) it is 

twelve. The R2 and RMSE values given at the bottom of table 2.6 illustrate 

such variation among the various T-A and V-A specifications.16 

One result of particular interest concerns the age coefficients. As is seen in 

table 2.6, with the V-A specification the age coefficients are negative and sta¬ 

tistically significant and increase in absolute value with age. We interpret 

these age coefficients, conditioning on vintage, as capturing the average de¬ 

cline in prices of surviving computer models given steady improvements in 

new computers entering the market, that is, as the average difference between 

the time and the vintage effects. In a somewhat vague sense, therefore, these 

age coefficients capture the average effect of technical progress-induced ob¬ 

solescence in our sample. 

Since the interpretations and results from the T-A and V-A specifications 

differ considerably, and although our purpose of computing price indexes 

lends a priori support to use of the T-A model specification in table 2.5, one 

might still question whether using information from vintages in addition to 

that contained in the T-A model significantly improves model fit. In the pre¬ 

vious section, we noted that a fuller T-A-V specification is possible, provided 

that two variables are deleted from the V vector. Moreover, in our context, a 

test for the null hypothesis that the a, coefficients are simultaneously equal to 

zero can be interpreted as a specification test, providing information on 

15. The corresponding Bayes-Leamer critical value is larger at 9.03. 
16. While not reported here for reasons of space, it is worth noting that the slope coefficient 

estimates differ between the T-A and the V-A specifications, although in many cases the differences 
are not large. 
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Table 2.6 Selected Parameter Estimates with Time and Age and Vintage and Age 

Dummy Variable Specifications for Pooled, List, and Discount Samples, 

1982-88 (absolute values of f-statistics in parentheses) 

AGEl 0.1193 0.1296 0.0414 -0.2535 -0.2523 -0.2513 

(3.911) (3.531) (0.74) (8.450) (7.008) (4.409) 

AGE2 0.1542 0.2352 0.0192 -0.5846 -0.5026 -0.6707 

(3.448) (3.984) (0.27) (12.44) (7.978) (8.943) 

AGE3 0.2984 0.5333 0.1469 -0.8577 -0.5666 - 1.0561 

(4.034) (4.748) (1.454) (10.72) (4.427) (9.429) 

T83 -0.3974 -0.2193 -0.8034 

(4.768) (2.081) (5.889) 

T84 -0.4085 -0.3494 -0.2933 

(5.017) (3.350) (2.298) 

T85 -0.8567 -0.7645 -0.7820 

(10.11) (7.039) (5.845) 

T86 - 1.2755 - 1.1804 -1.2660 

(14.94) (10.77) (9.402) 

T87 - 1.6121 -1.5201 - 1.6758 

(18.73) (13.80) (12.37) 

T88 -2.0331 - 1.9813 -1.9611 

(22.41) (16.88) (14.18) 

V79 1.5830 1.2007 1.9415 

(8.650) (4.727) (7.164) 

V80 1.0504 0.9474 1.1670 

(7.450) (4.174) (5.693) 

V81 0.4454 0.5003 0.3439 

(3.095) (2.690) (1.415) 

V83 0.1646 0.0942 0.3536 

(1.770) (0.819) (2.267) 

V84 -0.1888 -0.2287 -0.0707 

(2.030) (1.972) (0.450) 

V85 -0.5502 -0.5869 -0.4144 

(5.731) (4.890) (2.527) 

V86 -0.9763 - 1.0051 -0.8583 

(10.06) (8.172) (5.298) 

V87 - 1.2928 - 1.3289 -1.2157 

(13.19) (10.72) (7.551) 

V88 - 1.8130 - 1.8808 -1.3605 

(16.94) (14.36) (6.637) 

R2 0.7416 0.7003 0.8220 0.7455 0.7059 0.8112 

N 1,265 917 348 1,265 917 348 

Root MSE 0.4166 0.4181 0.3796 0.4140 0.4149 0.3927 

whether the effects of unobserved and omitted characteristic variables are sys¬ 

tematic among vintage comparisons and/or whether equality constraints on 

characteristics parameters are invalid over vintages. 
We therefore ran an additional regression in which eight vintage dummy 

variables were added to the model reported in column 1 of table 2.5 and V82 
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and V83 were deleted. The F-test statistic for the null hypothesis that av = 0 

is 5.94, the traditional .01 F-critical value is 2.51, and the improvement in 

RMSE is almost up to our 5 percent threshold.17 Hence, although the evidence 

is not clear cut, we interpret these results as providing some support for the 

alternative hypothesis, suggesting a reassessment of the T-A specification in 

column 1 of table 2.5, looking in particular for the parameter restrictions that 

might be contributing to the rejection of the null hypothesis. 

This led us to reexamine our earlier year-by-year regressions and to look 

for patterns of parameter inequality over time. Inspection revealed that, al¬ 

though coefficients on a number of variables trended over time, the most 

marked trends were for coefficients on the LRAM, LMHZ, LHRDDSK, and 

DOTHER variables. We then specified and estimated two additional models 

using pooled data, one with overlapping samples in which three separate re¬ 

gressions were run for the overlapping periods 1982-84, 1984-86, and 

1986-88, and the other for the entire period 1982-88 with several time- 

interaction variables added, LRAM * TC, LMHZ * TC, LHRDDSK * TC, 

and DOTHER * TC, where TC is a time counter increasing annually from 

zero in 1982 to six in 1988. Results from these overlapping and time- 
interaction regressions are presented in table 2.7. 

The results presented in table 2.7 represent an improvement in the model 

specification, accounting somewhat for the considerable variation among pa¬ 

rameter estimates over time. For example, in the 1982-84, 1984-86, and 

1986-88 regressions, coefficient estimates on LRAM. LHRDDSK. 

LNUMFLP, and DOTHER fall continuously, while that on LMHZ increases. 

Trends are also apparent in several other coefficients. Moreover, when the 

pooled 1982-88 regression model with time interactions is estimated, nega¬ 
tive and statistically significant estimates are obtained for LRAM * TC. 

LHRDDSK * TC, and DOTHER * TC, while that on LHMZ * TC is posi¬ 

tive and significant. Hence, both these more general specifications appear to 
provide improved estimates. 

To check further on the validity of these two specifications, we added to 

each regression the set of eight dummy vintage variables and then tested the 

null hypothesis that av = 0. Our results are more satisfying and lend qualified 

support for the models reported in table 2.7. In particular, as shown in table 

2.8, for 1982-84 and 1984-86 the calculated F-statistics are less than the .01 

critical values, for 1986-88 the calculated F-statistic is larger, but in all three 

cases the improvement in RMSE with vintage variables included is less than 

1.5 percent.18 Hence, for all three overlapping models, whatever the effects of 

omitted and unobserved characteristics, they do not appear to be systematic 
among vintage comparisons. 

JaidF-sSBayes'Leamer criterion value is 7-09, only slightly larger than the cal- 

r 'n' The corresponding Bayes-Leamer test criteria for the three overlapping models are 5.23 
6.20, and 6.72, respectively, each of which is larger than the calculated F-statistic. 
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Table 2.8 Test Results for Null Hypothesis That Vintage Effects Are Zero in the 

Pooled Overlapping Samples and in the Pooled Sample for 1982-88 

Model with Time Interactions 

Pooled Samples 

Calculated 

F-Statistic 

.01 Critical 

F-Value 

% Change 

in RMSE 

Overlapping 1982-84 2.72 3.32 1.45 

Overlapping 1984—86 3.30 3.78 0.84 

Overlapping 1986-88 5.85 3.32 1.08 

1982-88 with time interactions 3.55 2.51 0.82 

With the pooled 1982-88 time-interaction model, results are roughly simi¬ 

lar to those from the overlapping models. The calculated F-statistic is larger 

than the .01 critical value, and the improvement in the RMSE when vintage 

variables are added is less than 1 percent.19 Thus, there is little basis to choose 

among these two specifications. However, we expect that the constant change 

in parameters implied by the interactive time counter would become increas¬ 

ingly inappropriate as additional time observations were added. On this crite¬ 

rion, therefore, we have a mild preference for the specification involving three 

overlapping regressions. 
Although further experimentation with other combinations of characteris¬ 

tics variables would most likely be useful, we now move on to using several 

of the most promising specifications to construct quality-adjusted price in¬ 

dexes for PCs. 

2.5 Price Indexes 

On the basis of the results of these various hedonic price equations, we can 

construct price indexes in a variety of ways. Although possibilities are limited 

when quantity sales data on the various models are unavailable, numerous 

procedures can be implemented given enough available data. In this section, 

we construct and comment on several price indexes, all based on our hedonic 

regression equations but varying in their interpretation and in their use of 

parameter estimates and quantity weights. 
We begin with price indexes based on direct transformations of estimated 

hedonic price coefficients, interpreted as price indexes holding quality con¬ 

stant over time. In the first three rows of table 2.9, we present implicit PC 

price indexes computed directly from the three T-A regression equations re¬ 

ported in table 2.5, constructed simply as the exponentiated estimated coeffi¬ 

cients on the time dummy variables, with T82 set to zero. The values in paren¬ 

theses are percentage changes from the previous year, computed as 

19. The Bayes-Leamer criterion in this case is 7.07, about twice the size of the calculated 

F-statistic. 
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100 * (PI, — PIf_ ,)/PIr_,, where PI is the price index. Note that the price 

indexes in the T-A model are the estimated time effects from regressions hold¬ 

ing age and other characteristics constant. Overall, we see that average annual 

growth rates (AAGRs) are similar for the pooled, list, and discount equations 

(about - 28 percent per year), although the estimated indexes for discounted 

models tend to be somewhat unstable from 1983 to 1985. 

In the second set of three rows in table 2.9, implicit price indexes are pre¬ 

sented that are based on direct exponentiation of the estimated vintage coeffi¬ 

cients from the V-A specifications in table 2.6. The interpretation of these 

price indexes is slightly different—they are time effects reflecting the year of 

introduction and hence the average pace of technological change. As is seen 

in table 2.9, these price indexes suggest slightly slower declines in quality- 

adjusted prices than those based on T-A regressions (especially for discount 

models) and also reveal greater instability, particularly between 1982 and 

1985. 
One might think of these T-A price indexes as tracing out quality-adjusted 

price indexes for various vintages having AGE = 0 (since price indexes for 

1979-88 are computed directly from the V79-V88 vintage coefficients, as¬ 

suming AGE = 0), but estimation of the underlying coefficients is based on 

a sample including models of all ages. An alternative procedure for construct¬ 

ing a price index for new models only—an index that might be construed as 

tracing out the technological “frontier”—is to estimate parameters from a data 

sample restricted to new models, that is, to models with AGE = 0. Implicit 

price indexes computed from such a regression are reported in the row “new 

models only” in table 2.9.20 There it is seen that a “new model only” price 

index declines more rapidly than those based on full-sample T-A and T-A 

specifications; in particular, the AAGR from 1982 to 1988 is — 30.2 percent. 

The two final implicit price indexes computed directly from hedonic regres¬ 

sion equations without use of quantity sales weights are given in table 2.9 in 

the last two rows—“overlapping” and “time interactions.” The overlapping 

price indexes are based on the three overlapping regressions reported in table 

2.7. They are computed by directly exponentiating the coefficient estimates 

on the time dummy variables, linked so that, for example, the implicit 1985 

and 1986 price indexes are the products of the exponentiated coefficients for 

1984 and 1985 and for 1984 and 1986, respectively. Notice that, with an over¬ 

lapping index procedure, the quality weights are constant only for subperiods 

and that coefficient estimates reflect varying sample means among subperiods. 

Interestingly, the overlapping price indexes fall at almost the same AAGR as 

that based on a “new models only” regression, although the overlapping price 

indexes fall more rapidly in the earlier years. 

20 The underlying regression equation is of the same form as in table 2.5, except that age 
variables are deleted. Price indexes are computed directly by exponentiating the estimated coeffi¬ 

cients on the time dummy variables. 
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The computation of price indexes based on the time-interaction model re¬ 

quires use of sample characteristics data, not just values of estimated coeffi¬ 

cients. For example, using parameter estimates on the time interaction terms 

reported in table 2.7 for the log change in quality-adjusted prices between 
year t and year t — 1, we first compute 

In pt — In p;_, = (a, - a,_,) - .0855 * LRAM,' 

(10) + .0370 * lmhz; - .0137 * lhrddsk; 

- .0648 * TC, * DOTHER;, 

where the on LRAM, LMHZ, LHRDDSK, and DOTHER refer to the 

sample mean of these variables between year t and year t — 1. To calculate 

the price index, we simply cumulate the values in (10) over 1982-88 (letting 

ai982 = 0) and then exponentiate them. This price index moves more rap¬ 
idly—a decline of 33.6 percent per year—than that based on either new mod¬ 

els or overlapping regressions. This large decline reflects the fact that sample 

means of the variables are all increasing with time, and these means are mul¬ 
tiplied by the relatively large negative coefficients in (10). 

One important problem with each of the above price indexes is that they 

fail to reflect changes over time in the mix of models. Recall that the direct 

hedonic regression coefficients in the T-A models can be interpreted as holding 

quality constant either by fixing the base of characteristic values over time or 

by fixing their valuation (parameter estimates). In a world with rapidly evolv¬ 

ing new technologies, the notion of a fixed characteristic base as portraying 

representative transactions becomes increasingly inappropriate. What would 

be preferable is an index number procedure that accounts for compositional 

changes in models over time.21 Such a computation requires, of course, quan¬ 
tity and revenue sales data by model year. As our final index number compu¬ 

tations, we now consider a Divisia index that weights quality-adjusted prices 
of models by their revenue shares. 

Specifically, our calculation of a (Tomqvist approximation to the) Divisia 

index proceeds as follows. First consider a model j observed in both period 0 
and period 1. Let 

(Ha) 

(Hb) 

where Z, . and Z0 y. are vectors of all regression variables except for the time 

dummy variables in year 1 and 0, the a’s are estimated coefficients on the time 

dummy variables, and the e’s are least squares residuals. This implies that 

Tnr-— mv iwticui,cs eueu inerein. 
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which can be rearranged to yield the expression 

(12) In PUj - In P0J - {Z\ j - Z; .)P = (a, - a0) + (ey - %). 

The left-hand side of (12) states that the log change in the quality-adjusted 

price of model j from 0 to 1 equals the change in observed prices minus the 

change in quality, where quality is evaluated using least squares regression 

coefficients and values of the characteristics. Alternatively, the right-hand side 

of (12) states that an equivalent way of computing the log change in the 

quality-adjusted price of model j is simply to sum the difference in estimated 

time dummy coefficients (which, implicitly, hold quality characteristics con¬ 

stant) plus the difference in the computed residuals (which reflects changes in 

the unmeasured attributes of the model). The choice of which of these two 

methods to employ in computer quality-adjusted prices can be based on rela¬ 

tive computational convenience. 
Several other features of (12) are worth noting. First, if there is no change 

in the characteristics of model j between 0 and 1 (i.e., the model has not 

become a new version in period 1), then (Z'Xj — Z'0j) = 0 in (12), and, in 

essence, the quality-adjusted log price change is computed using the tradi¬ 

tional matched-model procedure. Second, if the least squares residual is the 

same in the two time periods (i.e., if 8y — e0j = 0), then the log change in 

quality-adjusted prices is simply equal to the change in the time dummy coef¬ 

ficients. Note that residuals have a useful interpretation in the hedonic price 

equation, for they provide evidence on whether, relative to the overall market, 

a particular model is over- or underpriced.22 An interesting issue concerns the 

relation between these residuals and the revenue shares garnered by each 

model. Since for each year the sum of residuals is zero, we would expect that, 

if shares are uncorrelated with residuals, it would also be the case that 2 

SjBj ~ 0. 
Once (12) is computed for every model j in years 0 and 1, the log change in 

quality-adjusted prices over all models is calculated as the revenue share- 

weighted sum of the individual model j log changes in quality-adjusted prices, 

J 

In P, - In P0 = X s/ln PXj - In P0 j) 
(13) 

J 

= 2 s/ev - £oj) + a, - %, 
j= i 

where the ~, superscript is the quality-adjusted price (computed for individual 

j models using either side of eq. [12]), 5. is the arithmetic mean of sJX and sj0 

and s is the share of model /s value of shipments in the total value of ship¬ 

ments over all models in the appropriate time period. 

22 This under- or overpricing might also of course reflect the effects of unobserved omitted 

variables or of differential market power in differing segments of the PC market. 
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The calculation in (12) is feasible only when model j is part of a surviving 

cohort of models. In fact, however, some models exit the market each year, 

while others enter. To account for these entering and exiting models, several 

adjustments must be made to (12) and (13). 

Consider the case of a model that enters the market in time period 1. Ob¬ 

viously, its price cannot be observed in period 0, and thus use of (12) to com¬ 

pute a quality-adjusted price index is not feasible. One can, however, use the 

estimated hedonic regression equation to predict such missing prices. Specif¬ 

ically, we substitute the right-hand side of (lib) into (12), set ZXj — Z0J and 

e0 = 0, and then rearrange. This yields an expression for quality-adjusted 

log-price changes for entering models in period 1, computed in two alternative 

but equivalent ways as 

(!4) In Puj - Z\$ - a0 = a, - a0 + si;. 

Similarly, for exiting models that were observed in period 0 but not in period 

1, we employ hedonic regression procedures to predict the price of that model 

would it have survived to period 1. Specifically, we substitute (11a) into (12), 

set Z,. = Z0. and e, = 0, and then rearrange. This yields the appropriate log 
change in the quality-adjusted prices for existing models as 

(15) Z;,P + a, - In P0 j = a, - a0 = e0;. 

Once these log changes in quality-adjusted prices are computed for all in¬ 

cumbent, entering, and exiting models, we calculate revenue shares (setting 

s0J to zero for entering models and sXJ to zero for exiting models, thereby 

effectively using half the last or first observed share weight) and then compute 

an aggregate log change in quality-adjusted prices over all models using (13). 

Several other points are worth noting. First, an interesting feature of (12), 

(14), and (15) is that they employ as information the values of the least 

squares residuals. Hence, the Divisia quality-adjusted index number proce¬ 

dure takes into account whether those models that exited (or entered) had 

prices above or below the average quality-adjusted prices. Note, however, that 

the weight given these exiting and entering models is likely to be minor since 

their average revenue share in periods 0 and 1 is in most cases rather small. 

Second, empirical implementation of this Divisia index number procedure 

requires data on value of shipments by model. Proprietary data on shipments, 

installations, and value of shipments by model and year for about 950 of the 

1,265 models in our estimation sample were kindly provided by the Interna¬ 

tional Data Corporation (IDC). These data formed the basis of the share 
weights used in (13). 

Restricting our sample to models covered by the IDC data set and comput¬ 

ing revenue values by model year as the product of the IDC estimates of aver¬ 

age price paid and number of models shipped, we computed Divisia quality- 
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adjusted price indexes separately for incumbent, entering, and exiting models 

and for selected aggregates.23 Our results, using parameter estimates from the 

T-A pooled and T-A overlapping regressions, are presented in table 2.10. A 
number of results are worth noting. 

We begin with results from the T-A pooled regressions. First, inspection of 

the top row of table 2.10 reveals that the quality-adjusted Divisia relative price 

index for all PC models declined at an AAGR of — 28.2 percent from 1982 to 

1988, virtually identical to the AAGR of — 28.7 percent for the direct hedonic 

T-A pooled price index. 

Second, although the AAGRs over the entire period are nearly equal for 

these indexes, the Divisia index reveals a much smoother decline over time, 

with year-to-year declines ranging between 20 and 37 percent, whereas year- 

to-year declines for the direct T-A pooled index vary from 1 to 36 percent. 

Third, changes in the price indexes for the incumbent models are quite dif¬ 

ferent from those models entering and exiting between 1982 and 1988. As 

shown in the next three rows in table 2.10, the price declines of the incumbent 

models were on average larger ( — 30.6 percent) than those for the entering 

( — 24.9 percent) and exiting ( — 20.0 percent) models. Note that these results 

can be reconciled with the econometric findings reported earlier for the T-A 

specification, for which estimated coefficients on the age variables were posi¬ 

tive, provided one interprets the latter result as reflecting selectivity due, per¬ 

haps, to unobserved positive quality differentials among the survivors as vin¬ 

tages progress. 
Fourth, the pricing strategies employed for entering and exiting models are 

quite different. Over the period 1982-88. the price declines for entering mod¬ 

els (-24.9 percent) were on average larger than those for exiting models 

(-20.0 percent). However, while for exiting models prices were on average 

flat between 1982 and 1985, these models exhibited very large price declines 

from 1985 to 1988. 
In the bottom panel of table 2.10, we present Divisia relative price indexes 

using parameter estimates from the overlapping regressions. The most inter¬ 

esting result is that, in spite of using a rather different set of regressions, the 

AAGR from 1982 to 1988 is hardly affected. Specifically, the AAGRs for the 

pooled and overlapping regressions for all computer models are -28.2 and 

-28.0 percent, respectively; for incumbent models, -30.6 and -30.5 per¬ 

cent; for entering models, - 24.9 and - 22.4 percent; and for exiting models, 

-20.0 and -23.7 percent. Although there are year-to-year variations be¬ 

tween the Divisia pooled and overlapping regression price indexes, the 

AAGRs for 1982-88 are reasonably robust. 

23. We divided revenues among list and discount listings of the same model in proportion to 
the relative number of listings. It is also worth noting that mean values of the revenue shares of 
continuing, entering, and exiting models from 1982 to 1988 are 54, 26, and 20 percent, respec¬ 
tively. There is considerable variation in these shares over our sample time period, however. 
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Table 2.10 Alternative Divisia Quality-Adjusted Relative Price Indexes for 

Microcomputers Based on T-A Pooled and T-A Overlapping Regression 

Estimates 

Regression and Sample 1982 1983 1984 1985 1986 1987 1988 

AAGR 

1982-88 

(%) 

T-A pooled estimation: 

All computer models 1.000 0.638 0.510 0.385 0.283 0.188 0.136 -28.2 

(-36) (-20) (-25) (-26) (-34) (-28) 

Incumbent models only 1.000 0.580 0.438 0.330 0.247 0.160 0.112 -30.6 
(-42) (-24) (-25) (-25) (-35) (-30) 

Entering models only 1.000 0.716 0.562 0.379 0.270 0.201 0.179 -24.9 
(-28) (-22) (-33) (-29) (-26) (-11) 

Exiting models only 1.000 0.804 1.188 1.005 0.682 0.410 0.263 -20.0 
(-20) (48) (-15) (-32) (-40) (-36) 

T-A overlapping estimation 

All computer models 1.000 0.576 0.465 0.359 0.282 0.193 0.140 -28.0 
(-42) (-19) (-23) (-21) (-32) (-27) 

Incumbent models only 1.000 0.542 0.422 0.317 0.250 0.160 0.113 -30.5 
(-46) (-22) (-25) (-21) (-36) (-29) 

Entering models only 1.000 0.756 0.586 0.453 0.355 0.261 0.218 -22.4 
(-24) (-22) (-23) (-22) (-26) (-16) 

Exiting models only 1.000 0.591 0.780 0.638 0.440 0.299 0.197 -23.7 
(-41) (32) (-18) (-31) (-32) (-34) 

Note: The price indexes are relative to the CPI. Values in parentheses are percentage changes from the 
previous year, computed as 100 * (PI, - PI,_where PI is the relative price index. 

2.6 Summary 

The simultaneous existence of incumbent, entering, and exiting models 

raises issues of product heterogeneity in the microcomputer market and of the 

nature of price and quality competition and creates ambiguity in how one con¬ 

structs and interprets price indexes. These are the issues on which we have 
focused attention in this paper. 

Specifically, we have reported results from a variety of hedonic regression 

equations using an unbalanced panel data set for 1,265 model years from 1982 

to 1988 and have developed and implemented empirically a specification test 

for selecting preferable hedonic price equations. We have discussed in detail 

the alternative interpretation of dummy variable coefficients in models having 

time and age, vintage and age, and all the time, age, and vintage dummy 

variables as regressors. On the basis of these estimated hedonic price equa¬ 

tions, we then computed quality-adjusted price indexes using a variety of pro¬ 

cedures. This provided us with indexes having varying interpretations—con¬ 

stant average quality price indexes, price indexes for new models only, and 

quality-adjusted price indexes portraying representative transactions that take 

into account the changing model composition in our sample over time. Not 
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surprisingly, average annual growth rates for these varying price indexes also 

differed, although all showed a substantial decline in quality-adjusted prices 
over the period 1982-88. 

Our research is preliminary, and much remains to be done. One item high 

on our research agenda involves obtaining model-specific performance mea¬ 

sures for specific numerical tasks, such as the number of instructions executed 

per unit of time, and then redoing the hedonic regressions with such perform¬ 

ance measures added as regressors. Moreover, issues of parameter instability 

and choice of variables to include in the set of characteristics are also poten¬ 

tially important and need further examination. Finally, given that the least 

squares residuals either provide economic information on over- or under- 

pricing of models relative to the market as a whole or reflect the effects of 

omitted variables or differential market power in different PC market seg¬ 

ments, an interesting extension would involve examining in greater detail the 

relations among residuals for entering, incumbent, and exiting models and 

realized market shares. 
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Comment Rosanne Cole 

These papers deal with the main outstanding empirical issues associated with 

the construction and interpretation of hedonic-based price indexes in general 

and computer price indexes in particular. In addition, the Oliner paper con¬ 

tains estimates of the rate of depreciation and of the retirement distribution for 

a set of computers and an assessment of the possible bias in BEA estimates of 

real gross and net stocks of this class of assets. 

The contribution of the Bemdt-Griliches paper is primarily methodologi¬ 

cal. The authors employ a sample of microcomputer list and discount prices 

to illustrate and deal with the econometric issues involved in estimating he¬ 

donic regressions from data in the form of an unbalanced panel. Of specific 

concern is the interpretation of the various time-related coefficients, given that 

one never really knows whether the included set of characteristics is the “cor¬ 

rect” one. They develop and implement empirically a test for detecting in¬ 

adequacy in the specification of hedonic equations—inadequacy of the set of 

included characteristics and/or invalid stability constraints on the characteris¬ 

tics’ coefficients over time. Finally, they construct a variety of price indexes: 

constant average quality price indexes; price indexes reflecting changes over 

time in model mix or changing average quality; and price indexes for new, 

continuing, and exiting models only. 

Berndt and Griliches regard their results for microcomputers as preliminary. 

Obtaining improved measures of characteristics (I return to this topic later) 

ranks high on their agenda for further work on these products. But their main 

contribution is the provision of a diagnostic tool whose use, when coupled 

with technical knowledge of the products under study, should benefit and im¬ 

prove the credibility of future hedonic studies. 

Rosanne Cole, now a consultant, was formerly director of economic research and forecasting 

at the IBM Corp. 
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Computers have received considerable attention largely because of the dif¬ 

ficulties these products pose for price measurement. They provide an example 

of products subject to rapid technological improvement in a rapidly changing 

marketplace. There is relatively frequent entry and exit of firms and a steady 

stream of models introduced and of models discontinued. Indeed, the market 

for computers has been characterized as in “disequilibrium” caused by tech¬ 

nological change. 

Multiple Prices 

Previous work, especially Dulberger’s (1989) study of intermediate and 

large-size computer processors (so-called mainframe computers), has empha¬ 

sized one aspect of disequilibrium: the existence for a time of multiple 

quality-adjusted prices when models embodying new technology are intro¬ 

duced into the marketplace. 
Oliner employs a largely untapped body of data, secondary market asking 

prices for IBM mainframe computers, to ask how these prices compare with 

list prices and whether Dulberger’s finding of multiple prices was merely an 

artifact. His analysis confirms Dulberger’s finding. The secondary market 

data show price premiums on old models comparable to those found in the list 

price data.1 
The question has important practical implications. If the quality-adjusted 

prices of existing products adjust instantaneously and fully to the introduction 

of new models, then a price index covering only the most technologically 

advanced models would be the same as the price index covering all models 

that are sold. Moreover, these price indexes would be the same as a price 

index based on matched-models procedures so it might not even be necessary 

to turn to hedonic methods. 

There are some suggestions of multiple prices for microcomputers reported 

by Bemdt and Griliches in their table 2.10, but they are of a perverse nature. 

There, the quality-adjusted price indexes for entering models are persistently 

higher than those for continuing models. These price dilferentials are not of 

the Dulberger variety, which arise when models embodying new technology 

come into the marketplace, persist for a short time, and then vanish. The pe¬ 

riod of time that the differentials persist depends partly on the time it takes for 

new “families” of models to be brought into full production. 

The rapid increase in production of new families of microcomputers and 

their short delivery schedules during 1982-88 (the period covered by the price 

1 This result is a fairly strong one because it takes some time for models to appear in the Price 
Guide. For example, ten of the thirty-three models produced during the period studied by Dulber¬ 
ger, 1972-84, were not quoted in the Price Guide until they were out of production. Of the 
twenty-three models in current production and also quoted in the Price Guide, seven were first 
quoted at age 1, ten at age 2, five at age 3, and one at age 4. The majority (twenty-three of thirty- 
four) of models produced during 1985-88 were not quoted in this secondary market data until 
they were out of production. Moreover, it should be noted that Dulberger’s sample was not limited 
to IBM models. 



95 Comment (chaps. 1 and 2) 

indexes in table 2.10) suggest that there was much less imbalance between the 

demand for and supply of these products than was typical historically for 

mainframes. One would therefore expect prices to adjust quickly and fully to 

the introduction of new models, but not to “overadjust.” The price differentials 

in table 2.10 are, in my judgment, more of the ordinary garden variety, which 

arise when prices have not been adequately adjusted for quality differences 
among the products to which they refer. 

Characteristics Measures 

One of the problems encountered in implementing hedonic techniques to 

correct prices for quality differences is obtaining appropriate measures of 

characteristics. In the case of computers, the problem is especially severe for 

measures of speed. There is always a trade-off between measures that are ade¬ 

quate for the puipose at hand and measures that are also comparable across 
the range of products under consideration. 

There is a second type of problem that is a level-of-aggregation issue. Com¬ 

puter processors are one component of a computing system (or network of 

system components); auxiliary storage devices (disk drives, tape drives) are 

another. Measures of speed that are adequate at a single component level are 

generally inadequate at a higher level of aggregation. Thus, for example, 

equivalent MIPS (millions of instructions processed per second) is an ade¬ 

quate measure of processor speed, but it is an inadequate measure of speed for 

small computers that house both the processor and the auxiliary storage de¬ 

vices under one cover (“box”). 

The speed measure employed for microcomputers in the Bemdt-Griliches 

paper is at the lowest level, clock rate (logic cycles per second). Logic cycle 

time is the highest speed at which a microprocessor could theoretically oper¬ 

ate (neglecting a memory speed constraint). Even though this measure 

is roughly comparable across the range of the microprocessors contained in 

the products that they consider, it is not an adequate measure of the speed 

of the microcomputers that they price. Preferable measures of speed are 

equivalent MIPS (which takes account of memory cycle time) at the proces¬ 

sor level or a benchmark performance measure (which in addition takes 

account of the speed of the embedded auxiliary storage device) at the com¬ 

puter level. 
A comparison of clock rate with other publicly available speed measures 

for a set of IBM PCs is given in table C. 1: equivalent MIPS, at the processor 

level, and benchmark measures, at the computer level. Two types of bench¬ 

mark measures are shown: the Whetstone, a widely used performance bench¬ 

mark for scientific applications, and NSTL performance benchmarks.2 The 

2. The performance benchmark tests were conducted by National Software Testing Laborato¬ 
ries, Inc. (NSTL), Plymouth Meeting, PA (215-941-9600) and reported in the PC Digest “Ratings 

Report” (see the April 1987 issue). 
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Table C.l Comparisons of Speed Measures, Selected IBM PCs 

Processor Speed (expressed relative to 

PC/XT) 

Clock Rate Vax Equivalent 

Model (MHz) MIPS 

PC/XT 4.77 1.0 1.0 

PC/AT 6 1.3 2.96 

PC/AT 8 1.7 4.14 

PS/2: 

Model 30 8 1.7 

Model 50 10 2.1 5.17 

Model 60 10 2.1 

Model 80 16 3.4 

Computer Speed: Benchmarks (expressed relative to PC/XT) 

NSTL Performance Benchmarks 

Simple World General 

Whetstone Average Spreadsheet Processing Ledger 

PC/XT 1.0 1.0 1.0 1.0 1.0 

PC/AT (6MHz) 3.14 2.7 2.9 2.6 2.5 

PC/AT (8MHz) 4.38 3.5 4.0 3.3 3.2 

PS/2: 

Model 30 2.1 2.3 2.1 2.0 

Model 50 5.47 4.4 4.9 4.2 4.0 

Model 60 4.6 4.9 4.3 4.2 

Model 80 7.6 9.0 7.2 6.6 

Sources: VAX MIPS and Whetstone measures are constructed from a table sourced as Power Meter v. 
1.2, The Database Group (testing performed by PC Week and reported in PC Week, (8 September 1987, 
1). NSTL performance benchmark measures are constructed from results of performance benchmarks 
tests reported in the “Ratings Report” in PC Digest, April 1987, 16, 20, 23-28, and used with permis¬ 
sion of NSTL, a Division of Datapro Research Group, Plymouth Meeting, Pa. 19462. 

NSTL benchmark tests are unusual because they are conducted for a fairly 

wide range of applications (spreadsheet, word processing, relational data 

base, etc.) and performance of each application is tested under more than one 

application software package. Although the entries in table C.l draw only on 

results for IBM PCs for three popular applications, results for other applica¬ 

tions and for other brand-name PCs that rely on Intel microprocessors (Com- 
pac, Tandy, etc.) were also published in the same report. 

The comparisons in table C.l show that, on the basis of clock rate, the 

PS/2 model 30 has the same speed as one model of the PC/AT; all the NSTL 

measures show its speed to be slower. The speed of the PS/2 model 50 is twice 

that of the PC/XT based on the clock rate measure; all the alternatives show it 

to be four to five times as fast. The PS/2 model 80 is nearly three and a half 
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times as fast as the PX/XT when measured by clock rate but six to nine times 
as fast on the basis of the NSTL measures of speed.3 

This same measurement problem exists for the other brand-name micro¬ 

computers included in the data set studied by Bemdt and Griliches. The error 

introduced is such that prices of higher-speed models are persistently under¬ 

corrected for quality change.4 I suspect that this is the main reason for the 

perverse price differentials between entering and continuing models in the 

quality-adjusted price indexes shown in table 2.10 of Bemdt and Griliches’s 
paper. 

Given my view that the Bemdt-Griliches study has produced questionable 

correction for quality change, I remain unconvinced that hedonic techniques 

are preferable to matched-models procedures for purposes of constructing 

quality-adjusted price indexes for microcomputers. This preference, however, 

is conditioned on the assumption that the sample of models priced is refreshed 

with sufficient frequency as to remain representative of models sold.5 

Depreciation, Obsolescence, and the Concept of Age 

Oliner’s hedonic regressions can be regarded as treating the decline in mar¬ 

ket value of a computer as it ages as consisting of two components: the part 

attributable to the rate of technological obsolescence and the part attributable 

to the rate of change in the market value of the computer’s characteristics. 

There are two concepts of age for purposes of estimating the obsolescence 

component of depreciation: one based on model age and one based on age of 

the technology embodied in the model. Judging by the regression results (re¬ 

ported in Oliner’s tables 1.7 and 1.8), the preferred concept would be the one 

based on age of the technology embodied in the model, not the one based on 

model age. On an annual basis, the rates compound to 14.7 percent (table 1.7, 

col. 5) and 16.1 percent (table 1.7, col. 2), respectively.6 Thus, it appears that 

the choice between the two concepts matters more for purposes of interpreting 

than for estimating a geometric rate of obsolescence of these products from 

hedonic regressions. 

3. As a general rule, numerically intensive applications require a relatively small amount of 
data movement, or “disk accesses.” Consequently, a spreadsheet or the Whetstone benchmark will 
show relative speed measures close to the measures of processor speed. In contrast, word process¬ 
ing or general ledger are applications that require considerable disk activity. Benchmarks based 
on this type of application will show relative speed measures for the computer that are slower than 
the processor speed measures. A summary measure of computer speed can be obtained by striking 
a simple or weighted average of the benchmark results. 

4. The hedonic work underlying the Bureau of Labor Statistics (BLS) experimental price in¬ 
dexes for microcomputers employed the clock rate measure of speed and is subject to the same 

criticism. 
5. But see Triplett’s Comment (in this volume). One problem threading through the workshop 

sessions on computer price indexes and semiconductor price indexes was the difficulty of fitting 
these products into the producer price index (PPI) sampling methodology. 

6. The estimated rates of depreciation are altered only slightly by allowing for disequilibrium: 
the 14.7 percent becomes 14.6 percent, and the 16.1 percent becomes 15.9 percent. 
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The two concepts of age produce very different patterns of depreciation, 

however, as a comparison of Oliner’s figures 1.5 and 1.6 illustrates. Oliner 

has an interesting interpretation of the two. My own would be somewhat dif¬ 

ferent. Since I would expect the depreciation pattern of these products to be 

dominated by technological obsolescence, I conclude that the results show 

that a new model embodying new technology declines in price as it ages far 

less rapidly than a new model embodying a three- or four-year-old technology. 

In summary, the model age-price profile is dominated by the age of the tech¬ 

nology that the model contains. 
Processors do not wear out with use, as do products with moving parts, nor 

do they suffer from metal fatigue. They become obsolete, not when repairs 

can no longer be justified, but when other complementary resouces are unjus¬ 

tifiably large compared with those required to operate models embodying the 

most advanced technology. The time pattern of the lines in fig. 1.6 suggests 

that it takes two generations of new technology to make the old fully obsolete; 

this seems consistent with the long tail on the retirement distribution that Oli¬ 

ner estimates. 

Retirement, Depreciation, and “Real” Capital Stock Estimates 

A major contribution of the Oliner paper is the evidence presented on the 

pattern of the distribution of retirements of this set of products. The Winfrey 

S-3 is clearly shown to be a poor approximation of reality. As one might guess 

from Oliner’s results, it is probably also a poor approximation of the retire¬ 

ment distribution of other types of office and computing equipment. 

Rather than having to rely on Winfrey approximations, it would of course 

be preferable to develop estimates of retirement distributions and average ser¬ 

vice lives from a historical set of data on maintenance contracts covering this 

(or any) class of assets. Such a data set is not publicly available, at least to my 

knowledge. Despite their “second-best” aspect, data on stocks are available 

(although not from a single or costless source) for other types of computing 

equipment. I endorse Oliner’s recommendation for a further research effort 
along the lines that he describes. 

Oliner’s evidence on retirements and the decline in average service lives 

convinces me that the BEA estimates of real gross stocks of processors, rely¬ 

ing as they do on a Winfrey S-3 distribution with a constant eight-year average 

service life, would overstate the growth of these stocks. I am glad he now 

agrees that an overly rapid rate of depreciation has historically been employed 

to obtain estimates of the net stocks from the gross stocks.7 Only the obsolesc¬ 

ence component, or partial depreciation, as Oliner calls it, should be applied. 

Two factors account for the decline in average service lives and the increase 

in the depreciation rates that Oliner observes, and both can change direction 

7. The first version of the paper did not distinguish partial depreciation for purposes of estimat¬ 
ing real net stocks from real gross stocks. 
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over time. One is the pickup in the pace of introducing new technology. The 

second is an increase in the average age of the technology contained in the 

new models in his sample. On the basis of the data in Oliner’s appendix tables 

l.A.l and 1.A.2, the 360 models embodied new technology, the new 370 

models had an average technology age of two years, and the new 303X mod¬ 

els had an average technology age of five years. These two factors together 

produced the earlier obsolescence and shorter service lives that Oliner notes 

(his fig. 1.3). An answer to the question of whether these findings would hold 

for other types of computers and computing equipment—and, for that matter, 

for other types of high-tech equipment—awaits further research. Certainly, 

Oliner’s work is an important first step. 
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3 Sources of Price Decline in 
Computer Processors: Selected 
Electronic Components 

Ellen R. Dulberger 

Technological change in electronic components has been largely responsible 

for the increased capabilities of products to process and store information. 

The rapid pace of technological change embodied in chips and the packages 

in which they are connected makes their lives short. This creates difficult 

problems in measuring the output and prices of these products and hence 

value-added in industries consuming them. These measurement problems may 

be responsible for large errors in components of the producer price index (PPI) 

resulting in price declines far smaller than actual and hence inconsistent with 

larger declines in the implicit deflator for computing equipment in the national 

income and product accounts (NIPA). 
This paper focuses on those electronic products used in the manufacture of 

computer processors. Evidence is presented that supports the view that prices 

of these products decline much more rapidly than measured by the PPI for 

these products and, as should be the case, even more rapidly than prices for 

computer processors. Provided first is a description of the electronic products 

used in computer processors. Next the (un)reasonableness of price changes in 

components of the PPI as compared with those in newly developed measures 

is explored. Alternative price indexes for selected electronic products con¬ 

structed here are examined for differences arising from choice of formula, and 

an explicit assessment of the effect of delayed introduction of new products is 

provided. Finally, the alternative indexes are assessed for consistency with the 

NIPA deflator for computer equipment purchases. Section 3.1 contains de¬ 

scriptions and discussions of electronic components used in the manufacture 

Ellen R. Dulberger is program manager, economics, at IBM Corp. 
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of computer processors and the technological change that these products have 

undergone. Section 3.2 presents the data, describes the alternative price in¬ 

dexes constructed, and examines their credibility. 

3.1 Products 

Electronic packages contain many electrical circuit components that be¬ 

come circuits when interconnected. The lowest-level semiconductor device 

that contains circuits or circuit components is the chip. The complexity and 

cost of an electronic package increase with the number of chips interconnected 

and the number of interconnections in the package.1 The first-level package 

provides the support and protection for the small, fragile chip terminals. 

Cards on which chips are mounted are the most common second-level pack¬ 

age. These simple packages are used in the manufacture of many consumer 

products such as compact disc players and hand calculators where the total 

chip count is likely to be less than ten. When used in higher-level packages, 

cards (sometimes called daughter boards) are plugged into third-level pack¬ 

ages (sometimes called mother boards). These third-level packages are the 

guts of personal computers (such as the IBM PS/2 and the Apple PC) today. 

The total number of chips in these third-level packages is usually in the tens. 

The microelectronic packages described thus far are simple and inexpensive 

compared with those in high-performance computer processors. These pack¬ 

ages consist of relatively few chips, and the amount of heat that they generate 

does not require additional chip cooling within the electronic package. 

The logic of large general purpose computers today is made of complex 

electronic component packages of thousands of chips. To achieve the speeds 

at which they process instructions, the packages and chips interconnected 

therein are very different from the products described earlier in design, mate¬ 

rials, and production processes used.2 Examples of the logic packages pro¬ 

duced by two manufacturers of large general purpose processors illustrate two 

different ways of achieving high levels of integration. In the case of the Hita¬ 

chi 680, the chips are mounted in multichip modules (MCMs), which are then 

connected to polyimid-glass (P-G) cards. These P-G cards are in turn cable 

connected to P-G boards, which are air cooled (see Tummala and Rymas- 

zewski 1989, table 1-2, p. 26). A very different logic package is used in an 

IBM 3090 processor. It contains chips mounted on multilayer ceramic sub¬ 

strates in water-cooled thermal conduction modules (TCMs). The TCMs are 

connected using a pin-through hole process onto epoxy-glass boards, which 
are cable connected and water cooled.3 

I For a discussion of the complexity and cost of interconnections, see Noyce (1977). 
2. For a discussion of complex high-level ceramic packages, see Black (1986) 

3. For an analogous discussion of electronic packaging hierarchy as it pertains to communica¬ 
tion equipment, see Mayo (1986). 
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3.1.1 Technological Change 

Major improvements in the performance of these products, that is, in the 

speed at which instructions are executed and in the capacity to store informa¬ 

tion in main memory, have come from increased density at the chip level 

(more circuits and bits on the chip) and denser interconnections on the pack¬ 

age. Technological advances in density result when finer lines can be drawn 

closer together, shortening the distance the electrons travel yet not generating 
so much heat that the circuits melt. 

Main Memory 

The first product to be manufactured once a new level of density has been 

achieved is the memory chip. The reason for this is based on the differences 

in function between memory and logic. Memory elements are infrequently 

actively used in an operation, and they are much simpler physically than are 

logic circuits (most often called gates), so a memory cell occupies less area 

on a silicon chip than does a logic circuit and will require fewer chip-to-chip 

connections, making it easier to manufacture. Therefore, for a given technol¬ 

ogy, defined in terms of chip density and materials and process, such as com¬ 

plementary metal-oxide semiconductor, CMOS, the first product manufac¬ 

tured will be memory chips. The relation between density, application, and 

interconnections is reproduced in figure 3.1. 

In general, main memory in processors of all sizes is composed of the same 

MOS (metal oxide on silicon) dynamic random access memory (DRAM) 

chips, although the final memory package will differ with the memory size in 

the final product. The same is not true for logic. Logic packages in high- 

performance and low-end processors differ all the way down to the chips 

themselves. In low-end processors, the logic chips are often made using the 

same manufacturing process and, indeed, are manufactured on the same pro¬ 

duction lines as the memory chips. As is the case for CMOS chips, improve¬ 

ments in logic parallel improvements in memory, as illustrated in figure 3.2. 

Quality-adjusted price declines in CMOS logic chips will be at least as steep 

as those in memory, but they will be steeper when design changes permit more 

work to be accomplished in a cycle. 

In 1974, DRAMs stored 4k (kilobits) of data. 64k DRAMs were in use in 

1979, and by 1985 1 Mb DRAMs were widely used. The Dataquest history of 

prices and quantities of DRAMs is provided in the upper panel of table 3.1. 

For each density, it is observed that quantities shipped have increased at a 

rapid pace for at least four years after introduction and that, during that time, 

prices decline rapidly as well. The lower panel of table 3.1 presents the value 

shares of shipments by density through time. Indeed, in three of the four cases 

shown, the market share of chips embodying new technology exceeds 20 per¬ 

cent just one year after introduction. 

Transformations of the entries in table 3.1 to refer to kilobits rather than 
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Fig. 3.1 Rent’s rule 
Note: Rent’s rule describes the relation between the number of logic circuits on a chip and the 
number of pins (leads) needed to connect the chip to the rest of the system. The rule is 
empirical, worked out in the 1960s as experience with chips was accumulated. Rent’s rule 
forms part of an overall model linking the properties of materials, devices, and circuits with 
those of the system in which they work. 
Source: Meindl (1988). 

chips are presented in table 3.2. Although new, denser chips are introduced at 

higher prices per kilobit than the prevailing prices of those against which they 

compete, it usually takes less than two years for the new chip to olfer the 

lowest price per kilobit. It should be noted that computers need not have used 

each of these chips in each year they were available. Indeed, indicated in table 

3.2 by parentheses are observations that are not relevant to the main memories 

in computer processors according to Dulberger’s (1989) sample, which was 

used in the Bureau of Economic Analysis (BEA) price deflator for computing 

equipment.4 If this sample is representative of the use of DRAMs by the uni¬ 

verse of computer processor manufacturers, then prices in parentheses would 

4. This sample is composed of large and intermediate IBM and plug-compatible processors 
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YEARS 

Fig. 3.2 Levels of integration: logic and memory chips 
Note: Progress in level of integration. By 1980, circuits per single random logic chip matched 
the circuit content of an IBM 370 card, introduced ten years earlier. In another five to ten years, 
the circuits per single chip reached those of an IBM 370 board. 
Source: Tummala and Rymaszewski (1989). 

not enter a price index of inputs to processors. Indeed, the big price increases 

at the end of the 4k chip’s life would not enter the price index. 

The success of the new chips introduced at a higher than prevailing price 

per kilobit is in need of explanation. Common sense suggests that something 

is missing; only products offering lower quality-adjusted prices should drive 

existing products out of production. Although the important attribute of these 

chips is the amount of data they store, their use in higher-level packages may 

justify their higher price. By reducing amounts of other resources that manu¬ 

facturers will consume in making the final product, final memory package 

cost may be lowered. 
For example, to achieve the same maximum memory capacity with new 

chips that are four times as dense as the previous generation requires one- 
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Table 3.1 DRAMs Used in Main Memories of Selected Large General Purpose 

Processors, Merchant Market 

4k 16k 64k 256k 1Mb 

Year P Q P Q P Q P Q P Q 

1974 (23.00) .62 

1975 7.25 5.29 

1976 4.44 28.01 

1977 2.75 57.42 

1978 1.83 77.19 

1979 2.00 70.01 117.50 0.04 

1980 1.93 31.17 (7.88) 1.12 62.50 0.44 

1981 1.71 13.04 4.13 5.71 14.38 12.63 

1982 1.68 4.64 2.33 23.24 5.69 103.97 

1983 (2.75) 2.40 1.96 57.40 3.86 371.34 69.00 1.70 

1984 (3.00) 2.25 2.06 40.60 3.21 851.60 21.50 37.98 

1985 (3.75) 2.35 (1.63) 20.91 1.09 509.67 4.98 201.58 

1986 1.03 404.91 2.31 618.53 34.50 5.66 

1987 (1.10) 152.60 2.35 766.30 15.13 42.60 

1988 (1.60) 96.90 (3.06) 947.00 16.71 211.60 

Average annual rates of change ? in prices , selected periods 

1975-82 -18.9 

1982-84 (33.6) (-6.0) -24.9 

1984-88 (-16.0) -38.6 

1975-84 -9.3 

Value Shares of Shipments, Percentage of Total by Year 

4k 16k 64k 256k 1Mb 

1974-78 100.0 

1979 97.1 2.9 
1980 62.3 9.1 28.6 
1981 9.8 10.4 79.8 
1982 1.2 8.3 90.5 
1983 0.4 6.7 85.8 7.0 
1984 0.2 2.3 75.1 22.4 
1985 0.6 2.1 34.6 62.7 
1986 20.3 70.1 9.6 
1987 6.4 68.9 24.7 
1988 2.3 44.0 53.6 

Note. Parentheses indicate values available from Dataquest that would not enter an input price index for 
computer processors according to Dulberger’s sample. P = dollars/chip. Q = thousands of units. 

Source: Dataquest, Semiconductor Industry Service. 
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Table 3.2 DRAMs Used in Main Memories of Selected Large General Purpose 
Processors, Merchant Market Prices (dollars/kilobit) 

Year 4k 16k 64k 256k 1Mb (1,024k) 

1974 (5.750) 

1975 1.813 

1976 1.109 

1977 0.688 

1978 0.456 

1979 0.500 1.836 

1980 0.481 (0.492) 0.977 

1981 0.428 0.258 0.225 

1982 0.419 0.145 0.089 

1983 (0.688) 0.123 0.060 0.270 

1984 (0.750) 0.129 0.050 0.084 

1985 (0.938) (0.102) 0.017 0.019 

1986 0.016 0.009 0.034 

1987 (0.017) 0.009 0.015 

1988 (0.025) (0.012) 0.016 

Average annual percentage change in lowest pricelkilobit, selected periods, chips used in 

processors 

1975-82 -35.0 (4k in 1975 compared with 64k in 1982) 

1982-84 -25.0 (64k in both periods) 

1984-87 -43.5 (64k in 1984 compared with 256k in 1987) 

1987-88 77.8 (256k in 1987 compared with 1Mb in 1988) 

1975-84 -32.9 

1975-87 -35.7 

Note: Entries are computed by dividing Dataquest prices in table 3.1 by the number of kilobits 
per chip. Parentheses indicate values available from Dataquest that would not enter an input price 

index for computer processors according to Dulberger’s sample. 

fourth the number of chips. Packaging fewer chips requires fewer intercon¬ 

nections, less complex packages, and sometimes fewer levels of packaging. 

In this way, the previous maximum size of main memory costs less per unit of 

capacity (commonly measured in megabytes) to manufacture, thus enabling 

producers to pass along these lower costs to their customers. 
By the time the new chips have come down in price to where they offer the 

lowest price per kilobit, their use is widespread in smaller processors and 

other products with smaller packaging requirements. This widespread use 

hastens the disappearance of previous generations. A price index constructed 

on the basis of kilobits as the only attribute may be biased in the direction of 

understating the quality-adjusted price declines in these products. 
If quality-adjusted prices of higher levels of packaging kept pace with those 

of the chips, we would see similar price declines in the price per megabyte of 

main memory. Some evidence is provided by Cole et al. (1986), who found 

that the change in the price per megabyte of main memory was — 23.6 percent 

per year for the period 1975-84. This suggests that the declines in the quality- 
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adjusted prices of higher levels of packaging were close but did not quite keep 

pace with those of chips.5 
It is important to recognize that packaging is often as important as the chip 

in producing lower quality-adjusted prices. Examples of some packages are 

useful in understanding the complexity of packages that resulted in capacities 

shown in table 3.3.6 In 1975, one main memory package was composed of 

32,000 2k chips packaged on four-chip modules packaged on thirty-two- 

module cards, eight of which plugged into each of four boards that were cable 

connected. By the mid-1980s, a card, 250 x 170 millimeters, could hold 160 

chips. This meant card capacities of 4MB with 256k DRAMs and 16MB with 

1Mb chips. Half a gigabyte was achieved by connecting 16MB on both sides 

of sixteen cards at the board level (4,000 1Mb chips) (Tummala and Rymasz- 
ewski, 1989, 57). 

Logic 

Comparisons of performance in logic chips and packages in high-end pro¬ 

cessors are not easily made. Improvements at the chip level reduce the inter¬ 

level connections. Improving packaging achieves a reduction in wiring 

length, thus shortening the distance traveled. This is key to improving CPU 

(central processing unit) cycle time, a major determinant of processor speed. 

Table 3.4 provides CPU cycle time and processor speed measured in 370 

equivalent MIPS for selected large general purpose processors.7 In addition, 

for three processors, the contributions to CPU cycle time of the chips and the 

packages are shown. A comparison of performance characteristics of selected 
processors and embodied chips and packages is shown in table 3.4.8 

Table 3.4 shows that the relation between CPU cycle time and processor 

speed may be different across manufacturers. In addition, improvements in 

chips may occur at a different rate than improvements in the package. The 

Amdahl 470 processor was 50 percent faster in terms of 370 equivalent MIPS 

5. The price indexes produced by Cole et al. (1986) were used by BEA in deflating purchase of 
computing equipment in the NIPAs, 1972-84. 

1225)^°r a detailed descnPtion of the main memory of the IBM 370/168, see Rajchman (1977, 

7. MIPS, millions of instructions per second, is a widely used measure of processor speed in 

Stfrrn instrucUo" >^lghtf by lts frequency of use in a specific job mix. For more discus¬ 
sion of 370 equivalent MIPS with respect to its adequacy as a measure of processor speed and its 
comparability across processors, see Cole et al. (1986, 41-42). 

t„ 8fi ^°r 3 g?'en ma?uf3CtUrer’ With‘n 3 family of Processors (not shown in table) it is not unusual 
to find members with the same CPU cycle time rated at different MIPS. Models selected for 
inclusion in table 3.4 are those with the highest MIPS ratings in their family. Smaller (slower) 
members of a fami y are products made with less hardware. In these products, more CPU cycles 
are used to accomplish the same work done in one cycle of the bigger boxes. 

Although the technological “race" is often discussed in terms of the fastest uniprocessor be- 

Z'theirSS7o^lashmuhtr '° ^ ^ 3?Vity’ * should be noted that manufacturers vary 
I QRO .fu P processors together to produce a single system image During the 
980s, it was not uncommon to find that the manufacturer with the fastest uniprocessor was not 

the same as the one that made the fastest single system imape f 

their ability to design hardware that gets the most work done m one cycle 3nUf3CtUrerS V3ry ln 
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Table 3.3 Memory Chips Used in Maximum Main Memory Capacity Selected 

Large General Purpose Processors 

Year First Maximum Memory Chip Included 

Shipped Memory Capacity (bits/chip) 

1975 8MB 2k, 4k 

1979 16MB 2k, 4k 

1980 16MB 2k, 4k, 16k 

1981 16MB 64k 

1982 32MB 64k 

1983 32MB 64k 

1984 32MB 64k, 256k 

1985 32MB 1Mb 

1986 1GB 1Mb 

1987 1GB 1Mb 

1988 1GB 1Mb 

1989 1GB 1Mb, 4Mb 

Note: These are maximum main memory capacities available on uniprocessors available in Dul- 
berger’s sample, 1975-84, updated through 1989. For single system images achieved with mul¬ 
tiple processors, the maximum main memory is usually equal to the number of processors 
multiplied by the maximum for each. In 1986, a new member of the memory hierarchy called 
expanded storage was introduced. Expanded storage is composed of DRAMs, too, but is not 
within the same package as main memory. If included in the table, chip density of the maximum 
each year would be the same as shown, but maximum capacity would be much larger in 1988 

and 1989. 

Table 3.4 Elements of Performance Improvements in Logic: Selected Large 

General Purpose Processors 

First Year 

Shipped Mfr. Model 

CPU Cycle Time 

(ns) 

Chip 

(ns) 

Package 

(ns) 

370 Equivalent 

MIPS 

1973 IBM 168 80 40 40 2.3 

1975 Amdahl 470 32 3.45 

1978 IBM 3033 57 29 28 5.9 

1982 IBM 3083 26 17 9 7.9 

1982 Amdahl 580 26 13.0 

1987 IBM 309OE 17.2 18.0 

1987 NAS XL60 18 21.0 

Note: These are single processors, to be distinguished from multiple processors closely coupled 

in a single system image, ns = nanoseconds. 

Sources: Entries for CPU cycle time, chip delay, and package delay for the years 1978 and 1982 
are from Balderes and White (1989); 1973 values are from private discussions with D. Balderes 
(March 1990). 370 equivalent MIPS ratings are from Cole et al. (1986) updated thorugh 1987. 
CPU cycle times for Amdahl and NAS processors were taken from trade press reports. 

than was the IBM 168 against which it competed, even though its CPU cycle 

time was more than 2.5 times shorter. Comparison of two competing proces¬ 

sors with the same CPU cycle time, IBM’s 3083 and Amdahl’s 580, reveals 

that the 3083 was rated at executing 4.1 million fewer instructions in one 

second than the 580. 
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These comparisons illustrate that CPU cycle time is an inadequate measure 

of processor speed because it does not account for differences in design that 

affect speed. This inadequacy is true for products of the same manufacturer as 

well as across manufacturers. Furthermore, although a benchmark test such 

as that used in measuring 370 equivalent MIPS may be based on a work load 

not representative for some applications, such speed measures do provide a 

measure of each processor’s ability to accomplish the same work. 

Improvements in chips and packages are not always parallel. For example, 

for the processors in table 3.4, improvements made from 1973 to 1978 were 

about the same. But packaging improvements made from 1978 to 1982 were 

far greater. The importance of design and the proprietary nature of logic from 

the chips through the highest packaging level makes quality comparisons at 

lower levels most difficult. 

At the chip level, density improvements in high-end (bipolar) logic have 

not kept pace with the rate of improvements in low-end (CMOS) logic. This 

was shown in figure 3.2 above. If it follows that quality-adjusted price de¬ 

clines in bipolar chips did not keep pace with CMOS chips, higher-level pack¬ 

aging improvements may make up a good part of the difference. Cole et al. 

(1986) offer some indirect evidence that logic packages in large general pur¬ 

pose processors did not decline in price quite as rapidly as did main memory. 

Their estimate of average price change was -21.0 percent for speed and 

-23.6 percent for main memory capacity during the period 1974-84. One 

would expect the difference to be greater after 1984, when the pace of tech¬ 
nological improvement in CMOS memory and logic picked up. 

3.2 Price Indexes for Selected Electronic Components 

3.2.1 Publicly Available Price Indexes 

Publicly available price indexes for the chip level, higher-level packages, 

and computer processors are shown in table 3.5. The price indexes for chips 

and higher-level packages are components of the PPI published by the Bureau 

of Labor Statistics (BLS). The processor price index is a component of the 

price deflator for office and computing equipment used by BEA in the NIPAs. 

Table 3.5 shows the magnitude of inconsistency between price indexes of 

key inputs to computing equipment published by BLS and BEA’s implicit 

price deflator for computer processors. The price changes in tables 3.1 

and 3.2 above, although not aggregated into an index, suggest much more 

rapid price declines than are found in the PPI component. For example the 

average price decline from 1984 to 1988 in the PPI component for MOS 

memories was 7.3 percent, while price declines (recorded in table 3.1) for the 

dominant chips of that period, the 64k and the 256k, were 16.0 and 38.6 

percent, respectively. In the next section, additional evidence is compiled and 
explored. 
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Table 3.5 Selected PPI Components and Implicit Deflator for Computer 

Processors (1982 = 100) 

Year 

Chips 

Higher-Level 

Packages 

Final 

Product 

PPI: MOS 

memories 

(code 11784221) 

PPI: Logic/ 

Microprocessors 

(code 11784225) 

Computer Processor 

PPIR: Printed Circuit Component of Price 

Boards and Circuitry Index for 

on Passive Substrates Computing 

(code PPU3679#H02) Equipment 

1972 855.9 

1973 924.5 

1974 788.6 

1975 703.7 

1976 212.1 655.3 

1977 473.6 

1978 186.5 242.0 

1979 168.8 204.9 

1980 147.2 

1981 118.6 

1982 100.0 

1983 96.3 99.9 93.9 

1984 101.3 100.9 103.9 76.9 

1985 73.4 106.5 51.2 

1986 61.7 108.2 47.3 

1987 63.5 80.4 110.2 40.3 

1988 74.9 77.2 113.9 38.2 

1989 82.8 80.3 115.4 36.3 

Annual average rates of change 

1976-82 -26.9 

1982-84 - 12.3 

1984-88 -7.3 -6.5 3.3 - 16.0 

1988-89 10.5 4.0 1.3 -5.0 

1976-84 -8.8 -23.5 

1976-89 -7.0 -20.0 

Note: Ellipses points indicate one or missing data points within the year prohibiting the calcula¬ 

tion of an annual average. 

3.2.2 The Effects of Alternative Index Formulas 

At this point, constructing some price indexes from the Dataquest data on 

MOS memory chips is helpful in illustrating the magnitude of price declines 

in these data and the sensitivity of price indexes for these products to the index 

number procedure employed. A logical starting point would be to replicate 

BLS methodology using these alternative prices, but, since BLS can release 

neither the weights nor the dates of entry of products embodying new technol- 
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ogy into the index, we may construct a price index in the spirit of BLS proce¬ 

dure only.9 

Dataquest Data 

A brief description of the Dataquest data is worthwhile before proceeding. 

According to Dataquest analysts specializing in the semiconductor industry, 

the price data collected by chip and density are average prices paid compiled 

from interviews with purchasers. This source is used because producers are 

usually unwilling to provide prices.10 These price “averages” need not refer 

solely to shipments of products manufactured in the United States. It is the 

opinion of these analysts that since, the prices by type and density vary so 

little (which makes sense for commodities), this procedure is not likely to 

produce misleading estimates of prices.11 

The shipments data are collected from firms that produce them. Dataquest 

organizes the data by geographic location of the firm’s headquarters, which is 

an increasingly poor approximation for production as this industry becomes 

more global. For example, the shipments from an establishment in Europe of 

a U.S.-based firm will be included in Dataquest’s U.S. shipments. 

In addition, shipments are those of merchant manufacturers only, which is 

important to note because captive production of these products is significant. 

As gathered, because these data differ from what is needed to calculate price 

indexes comparable to the PPI component, one would expect the value shares 

calculated to differ from those actually used by BLS. A comparison of the 

year-to-year relatives in the Laspeyres chain calculated from Dataquest prices 

and value shares (weights) from the Dataquest data and Census data is dis¬ 
cussed later in section 3.2.2 and presented in table 3.9 below. 

BLS Procedure for PPI Component 

A short digression here to explore BLS procedure for estimating the PPI 

component for these products is helpful in understanding the nature of the 

published index and the basis for the index constructed in its spirit. The MOS 

memory component of the PPI is considered a “cell.” This means that this is 

the lowest level at which a price index is calculated and then aggregated using 

a fixed weight. From December 1974 through June 1981, the index uses equal 

weights for all products for which prices are reported. For the period July 

1981 through June 1986, the weights used would be based on the value share 

9-BLS s refusal is based on concerns about violating the guarantee of respondent confidential- 

lty'J°“age PUrSU‘l°f the issues.raised these data have been given to BLS on diskette. 
10. With respect to data organization, however, prices for the same density do vary because 

organization affects the number of interchip connections required. A true price index of models 
with matched characteristics would require organization as a characteristic. The importance of 
orgamzanon as an attribute is minor compared with capacity. For additional discussion of organi¬ 
zations, see Flamm (chap. 5 in this volume). e 

out 1988ataqUeSt an3lyStS gener°USly pr0Vided their insi8hts The discussions took place through- 
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of shipments of respondents in 1979. From July 1986 through the present, the 

weights are based on the value share of shipments in 1984. The published 

index is the result of chaining together three Laspeyres indexes, each with its 

own base period weights, and then normalizing the index to set it equal to 100 

in 1982. 

According to BLS, the weights as determined by importance of a particular 

product to the value of shipments of the respondents should approximate the 

product’s importance as published by the Census Bureau in the Current Indus¬ 

trial Report (CIR). However, I was told that BLS does not routinely check its 

weights against those that could be calculated from Census data, and for these 

products such a check was not done.12 Nor would BLS make available its 

weights for outside verification. 

Price Indexes 

Price indexes constructed from Dataquest data. It is clear that it would be 

preferable to use CIR rather than Dataquest to estimate the value shares 

needed for the price index calculations. However, detail by chip type and den¬ 

sity were not shown in the CIR until 1984. In order to capture the spirit of 

BLS procedure and apply it to the Dataquest data on both prices and value 

share of shipments, I have proceeded as follows: (1) Treat the cell as the low¬ 

est level of detail for which data are available; for example, the price of the 

256k DRAM will be weighted by its value share of the shipments in the year 

appropriate for the index formula. (2) For the period 1977-82, changes in a 

Laspeyres index with 1977 weights are used; thereafter, the index is Laspeyres 

with a 1982 base. This formula will be referred to as “Spirit” for the remainder 

of the paper and all tables. 
Table 3.6 presents average compound growth rates for the period 1977-88 

for each of five index formulas and six types of chips and aggregates. The 

formulas employed are Laspeyres, Paasche, Fisher Ideal, Tomqvist, and 

Spirit. The price indexes calculated are normalized to a reference year of 1982 

and use Dataquest shipments as weights. 
The similarity in average price change for all formulas except the Spirit is 

striking. In contrast, the price decline registered in the Spirit index is about 

half the rate of all the others. The most similar in formula, the Laspeyres chain 

and the Spirit, produce very different rates of price decline. The entire differ¬ 

ence between these two is produced by the frequency with which the base 

period changes. The alternative chain formulas produce price declines that are 

more like each other for each chip type and across chip types than any of them 

compared with the Spirit. 
The similarity across chip types is consistent with the fact that the dominant 

12. This report of BLS methodology and how it is implemented for these products is a summary 

of discussions with James Sinclair and Brian Catron of BLS. 
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Table 3.6 Alternative Price Indexes, All MOS Memories by Chip Type, 

Average Annual Compound Growth Rates, 1977-88 (1982 = 100) 

Laspeyres 

Chain 

Paasche 

Chain 

Fisher Ideal 

Chain 

Tomqvist 

Chain Spirit 

DRAMs -30.3 -41.8 -36.3 -36.0 - 16.6 

Slow SRAMs -20.2 -33.4 -27.1 -26.3 -7.5 

Fast SRAMs -27.6 -32.9 -30.3 -30.0 -23.0 

ROMs -23.8 -32.8 -28.5 -28.5 -12.6 

EPROMs -30.1 -40.2 -35.3 -34.7 -18.4 

EEPROMs - 14.8 -20.5 -17.7 -16.1 -14.1 

Total -26.5 -38.0 -32.5 -32.0 -12.3 

Note: SRAM = static random access memory. ROM = read only memory. EPROM = electri¬ 
cally programmable read only memory. EEPROM = erasable electrically programmable read 
only memory. 

forces in all are the same improvements in lithography. While the time frame 

in which the next generation within each type adopts the improvements will 

vary a little bit, overall one would expect that, over time, the effects on price 

would be close.13 

Table 3.7 contains values for alternative price indexes for MOS memory 

chips aggregated across all types of chips. The lower panel of table 3.7 dis¬ 

plays average price declines for selected subperiods for all index formulas 

shown in the upper panel. The PPI component falls at a much slower pace 

than even the Spirit index, for all subperiods shown. It appears that the index 

formula probably accounts for only part of the difference in the PPI compo¬ 
nent and these alternatives. 

The effect of introduction delay on price indexes. These price indexes would 

be affected much more and the rates of decline would be much slower the 

greater the delay in introducing a chip with a new density into the index. 

Using DRAMs as an example, this point is illustrated in table 3.8. Compound 

growth rates for the period 1982-88 (a subperiod for DRAMs presented in 

table 3.6 above), calculated with introduction delays from zero to five years, 

are presented in the table. The earliest year in which entries by density appear 

in table 3.1 above correspond to an introduction delay equal to zero. A one- 

year delay means that each density first enters the index in the second year 
that it appears in table 3.1. 

Table 3.8 shows that each additional year of delay reduces the rate of price 

decline. For all index formulas shown, a five-year introduction delay produces 

price indexes that fall at approximately one-tenth the annual rate of indexes in 

which products enter promptly. Indeed, the PPI component’s 4.4 percent corn¬ 

's- F°r further discussion of lithography and its effect on semiconductor electronics, see Keyes 
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Table 3.7 Alternative Price Indexes, All MOS Memories (1982 = 100) 

Year 

Laspeyres 

Chain 

Paasche 

Chain 

Fisher 

Chain 

Tomqvist 

Chain Spirit 

PPIR MOS 

Memories 

1974 5,637.4 12,075.0 8,250.5 8,014.9 2,078.2 286.9a 

1975 1,777.0 3,806.2 2,600.7 2,526.4 655.1 

1976 1,087.6 2,329.7 1,591.8 1,546.3 393.0 212.1 

1977 676.7 1,472.0 998.0 969.8 248.5 209.8b 

1978 432.3 788.7 583.9 567.7 158.7 186.5 

1979 383.9 640.2 495.8 480.4 163.3 168.8 

1980 282.2 442.1 353.2 343.6 123.3 

1981 146.6 188.7 166.3 164.6 100.6 

1982 100.0 100.0 100.0 100.0 100.0 100.9b 

1983 75.9 66.5 71.0 71.6 75.9 

1984 66.5 45.2 54.8 56.7 74.4 101.3 

1985 29.5 15.8 21.5 22.5 57.5 73.4 

1986 20.5 9.0 13.6 14.2 48.4 61.7 

1987 19.7 6.9 11.7 12.4 50.9 63.5 

1988 22.7 7.6 13.2 14.0 58.6 74.9 

Average annual rates of change: selected periods 

1977-82 -31.8 -41.6 -36.9 -36.5 -16.6 -5.4 

1982-88 -21.9 -34.9 -28.7 -27.9 -8.5 -4.4 

1977-84 -28.2 -39.2 -33.7 -33.3 - 15.8 -4.3 

1984-88 -23.5 -35.9 -30.0 -29.5 -5.8 -5.9 

1977-88 -26.5 -38.0 -32.5 -32.0 -12.3 -4.9 

Note: Ellipses points indicate value not calculated because fewer than eleven months available. 

December 1974 value (earliest value published). 

bAverage of values, January-November. 

Table 3.8 Effect of Late Introduction, Alternative Price Indexes, MOS 

Memories: DRAMs used in Main Memories of Selected Large 

General Purpose Processors, Compound Growth Rate, 1982-88 

Introduction 

Delay in Years 

Laspeyres 

Chain 

Paasche 

Chain 

Fisher 

Chain 

Tomqvist 

Chain 

0 -27.5 -38.6 -33.3 -32.7 

1 -26.2 -32.1 -29.2 -29.4 

2 -24.7 -27.6 -26.2 -26.3 

3 -19.9 -20.4 -20.1 -20.1 

4 -7.1 -7.2 -7.1 -7.1 

5 -1.8 -1.7 -1.8 - 1.7 

pound growth rate, 1982-88 (shown in table 3.7), would be matched by an 

introduction delay of between four and five years in the Dataquest data. 

Furthermore, delaying introduction means that price changes in important 

products (in terms of market share in the lower panel of table 3.1) are not 

being measured directly and are estimated by price changes in products whose 
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market share may be quite small. Consider the case of a three-year delay: the 

64k chip does not enter until 1982, although its share was about 80 percent 

the prior year; the 256k chip would enter in 1986, although its market share 

was over 62 percent in 1985; and the 1Mb chip with over half the value of 

shipments in 1988 would not be in the index that year. One observes that the 

rate of price decline is most rapid for the products with the largest shares of 

the market. It is the products that are no longer important that register small 

price changes.14 A comparison of the dates of entry into the PPI component of 

products having densities shown in table 3.1 with the dates of introduction in 

table 3.1 would be a useful undertaking for BLS to pursue.15 

Limited Verification: Comparisons Using Dataquest and Census Data 

Dates of product introduction and value shares used in the PPI component 

are needed to determine the source of the difference between the PPI for these 

products and the indexes shown here. However, the Census Bureau does pub¬ 

lish some data in the MA36Q Current Industrial Report that can be used to 

judge the reasonableness of the weights derived from the Dataquest data set. 

The entries in table 3.9 are the relatives that enter a Laspeyres chain calcu¬ 

lation for DRAMs based on Dataquest data. Each entry is the ratio of the price 

index in each period divided by its value in the prior period. The calculations 

differ in the source and detail at which the weights (value shares) are calcu¬ 

lated. The column heading “MA36Q” identifies the Census MA36Q reports 

as the source for weights used in calculating the relatives in the first column. 

The columns under the “Dataquest” heading use Dataquest estimates of ship¬ 

ments for U.S.-based manufacturers. Dataquest columns 1 and 2 differ in the 

level of detail at which one performs the calculations because Dataquest pro¬ 

vides information in greater detail than is published in the MA36Q. Entries in 

Dataquest column 1 lump together the 256k and the 1Mb chips as is done in 

the seven-digit SIC. In Dataquest column 2, these densities enter separately, 

each with its own weight. For each of these three years, the relatives (and 

hence the price indexes that would be produced) are very much alike, lending 

some credibility to the rates of change in the price indexes offered in this 
paper. 

3.2.3 Electronic Components Input to the Manufacture of 
Computing Equipment 

Assessment of whether the quality-adjusted price declines in electronic 

products could result in the quality-adjusted price declines in the implicit de- 

delly. 1 ““ t0 ^ Tr'plett f°r hlS SUggestlon t0 make explicit the effect of introduction 

15. Refreshing the sample more frequently has been suggested by BLS as a way to ensure that 
younger products are being priced. However, the time interval between new frontiers is not relu 
ar, and data reporters need not introduce products embodying the new technology at the same 

time. To be certain that products embodying new technoloev are ‘ , i, 7 

could be asked to alert BLS to the introduction of such products. Y’d reporters 
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Table 3.9 Laspeyres Relatives with Alternative Weights, MOS Memories: 

DRAMs, Selected Years 

Dataquest 

tit - 1 MA36Q (1) (2) 

t = 1985 .410 .382 .424 

t = 1986 .718 .662 .772 

t = 1987 .820 .825 .916 

flator for computer processors requires an estimate of the importance of these 

products in materials consumed in the manufacture of processors. Ideally, one 

would use data on the consumption of each level package in the manufacture 

of the next level package up to processors. Unfortunately, such data are not 

available. 

1987 Census of Manufactures: Office and Computing Equipment 

The tabulation of the 1987 Census of Manufactures for industry 3571, elec¬ 

tronic computers, in table 7, “Material Consumed by Kind,” reveals that line 

items identifying the products described in this paper are missing. Selected 

line items from this table in the tabulation of the Census are shown in table 

3.10, items in lines 367002-357003. Sixty-eight percent of the cost of mate¬ 

rials consumed is accounted for by two line items. Ten line items account for 

92 percent of the cost of materials consumed. The small value originally tab¬ 

ulated for line item 367002, whose definition included electronic components, 

suggested that a problem arose in the reporting of materials consumed data. 

According to the Bureau of the Census, the line item titled “Semiconductors” 

was intended to include chips. The title “Resistors, capacitors, transducers, 

and other electronic-type components and accessories, except semiconduc¬ 

tors” was intended to include higher-level packages. After an investigation by 

the Census Bureau following the preliminary tabulation, it was decided that 

the values for these items would not be shown separately because, in many 

cases, respondents were not aware that line 367002 included complex elec¬ 

tronic products such as printed circuit boards and consequently reported val¬ 

ues for them in other lines such as those called Parts . . . (lines 357002, 

357201, 357701, 357501, 366130, and 357003 in table 3.10) and the two line 

items for those materials not elsewhere listed (lines 970099 and 971000 in 

table 3.10). Indeed, the problem arose because respondents judged these other 

line items to have more appropriate descriptors.16 
Data on the use of electronic components in the production of computer 

processors are needed to make appropriate input price indexes, and, without 

16. Ken Hansen at the Bureau of the Census was responsible for the follow-up investigation 
that prevented the publication of meaningless data in the final report for this industry. 
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Table 3.10 Industry 3571, Electronic Computers, Selected Materials Consumed 

by Kind 

1987 Material 

Code Description 

Delivered Cost 

(Sbillion) % of Total 

367408 Semiconductors 1.600 13.1 

367002 Resistors, capacitors, transistors, 6.740 55.2 

357002 

357201 

357701 

357501 

366130 

357003 

970099 

transducers, and other electronic- 

type components and 

accessories, except 

semiconductors 

Parts for computers 

Parts for auxiliary storage equip 

Parts for input/output equip 

Parts for computer terminals 

Parts for communication interface 

equipment 

Parts for other peripheral equipment 

All other materials, components, 1.575 12.9 

971000 
parts, containers and supplies 

Materials, parts, containers, and 1.276 10.5 

Sum 

supplies, n.s.k. (not specified by 

kind) 

11.191 91.7 
Materials, parts, containers, and supplies 12.205 100.0 

reliable information, estimates of value-added cannot be made. We may ask, 

however, if the data presented thus far are consistent with the estimate of qual¬ 

ity and price changes used for some of the products in the computer processor 
component of BEA’s implicit price deflator in the NIPAs. 

BEA Input-Output Tables 

The input-output (I-O) tables for 1972, 1977, and 1985 published by BEA 

provide some information on the value of electronic products to the manufac¬ 

ture of the broad category office and computing equipment (OCE). A tabula¬ 
tion of selected elements from these 1-0 tables is given in table 3.11. 

Total intermediate inputs excluding services used in producing OCE is 

mostly accounted for by two industries that make electronic products_elec¬ 

tronic components and accessories and OCE itself. Indeed, the fraction was 

about .7, .6, and .6 in 1972, 1977, and 1985, respectively. It is reasonable to 
expect that for computer processors this fraction is substantially higher. 

Value-added in the office and computing equipment industry as a share of 

output declined markedly between 1977 and 1985. This probably reflects in 

good part the move to assembly of parts away from the manufacture of those 

parts (Harding 1981, 649). Two distinct phases of production of computers 

ave emerged: one is the fabrication of components, and the other is com- 
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Table 3.11 Selected Elements of Inputs and Output of Office and Computing 

Equipment, 1-0 Tables: 1972, 1977, 1985 ($billions) 

Total 

Value- Intermediate Electronic 

Added Inputs Less Components 

Year 

Output 

0) 

(VA) 

(2) 

VA/Output 

(3) 

Services 

(4) 

Own Input 

(5) 

Inputs 

(6) 

«5] + [6])/(4) 

(7) 

1972 8.518 3.495 0.41 2.911 1.212 0.765 0.68 

1977 15.793 6.611 0.42 6.638 2.544 1.450 0.60 

1985 58.324 16.870 0.29 27.780 10.108 6.411 0.59 

monly known as BAT (bond, assembly, and test).17 Some misconceptions and 

perhaps mismeasurement arise from the problem of determining which indus¬ 

tries these belong in. Partly, this is due to the different views of an industry 

that one gets when looking at establishments rather than enterprises. In 1985, 

as is still true today, there was a wide range of activities performed across 
manufacturers of computer processors and other types of computing equip¬ 

ment as well. 

Example 

Using assumptions drawn from data presented in tables 3.2, 3.3, 3.10, and 

3.11 above and based on conclusions drawn thus far, consider an example that 

uses realistic assumptions to assess the plausibility of price declines in com¬ 

puting equipment on the order of 25 percent per year since actual data required 

are not available. 
For the purpose of example, consider the effect of quality-adjusted price 

declines in electronic components on the quality-adjusted prices of computer 

processors produced in two hypothetical establishments representing the ex¬ 

tremes with respect to their use and own production of electronic components. 

It will be shown that, consistent with the estimates of price declines presented 

in this paper, 1-0 tables, and the Census of Manufacturers, quality-adjusted 

price declines in computer processors of about 25 percent per year may be the 

outcome at both extremes. This outcome may result from an establishment’s 

own production and consumption of electronic components or from the effect 

of price declines and quality improvements in purchased electronic compo¬ 

nents. More of the value-added would be attributed to the computing equip¬ 

ment industry in the former case and to the electronic components industry in 

the latter. 
Compare two hypothetical establishments. The output of establishment A 

is personal computers. Establishment A buys all the electronic products in its 

PCs. The output of establishment B is large general purpose processors; it 

17. See the special commemorative issue of Electronics, 17 April 1980, 381. 
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purchases some and manufactures others of the electronic products it con¬ 

sumes in the final assembly of its output. 
The values used in the example are chosen as follows: The ratio of value- 

added to output for establishment B is set to the 1985 value from the 1-0 table 

shown in table 3.11. It is set lower to . 1 for establishment A because that is 

more appropriate for assembly-only activities. 
The electronic components’ share of materials consumed is set at the low 

value of .68 (the sum of semiconductors and resistors, capacitors, etc. in table 

3.10) for establishment B. For establishment A, it is set at .92, the maximum 

computed in table 3.10. 

A 26 percent reduction in the quality-adjusted price of output of establish¬ 

ment A is the outcome of a 33 percent reduction in the quality-adjusted price 

of its electronic inputs (much like the decline in price/kilobit in table 3.2 for 

the period 1977-85) and a 7 percent increase in the quality-adjusted price of 
all other inputs and its value-added: 

(1) .9[.92(.67) + .08(1.07)] + .1(1.07) = .7388. 

For establishment B, a quality-adjusted price reduction is set at 30 percent 

for both the electronics products it consumes and its own value-added. This 

marginally smaller rate of price change is consistent with the earlier conclu¬ 

sion that quality-adjusted price changes in more complex electronic packages 

did not quite keep pace with those of the simpler packages. The same 7 per¬ 

cent increase in the prices of all other inputs is used. The result is a 22 percent 

reduction in the quality-adjusted price of establishment B’s output: 

(2) ,7[.68(.70) + .32(1.07)] + ,3(.70) = .7829. 

The example serves to illustrate that price declines and quality improve¬ 

ments in electronic components provided in this paper are consistent with 

quality-adjusted price declines in computer processors. The processor price 

decline may be passed along by establishments in the computer industry that 

contribute little (by comparison) value-added. Or, as in establishments like B, 

where complex electronic components are manufactured for own consump¬ 

tion, the quality improvements and price declines in the electronic compo¬ 

nents will take place in establishments in the computing equipment industry. 

Companies whose main product is computing equipment often have estab¬ 
lishments like both. Digital Equipment Corporation and IBM are examples 

(see Digital Equipment Corp. 1989). The magnitude of an enterprise’s real 

value-added is very much determined by the degree to which it manufactures 

the electronic products that are key inputs to its products. Without actual data 

distinguishing assembly activities from those in which complex components 

are fabricated, allocating value-added between these two industries is not pos¬ 

sible. The example serves to illustrate that electronic components are the im¬ 

portant source of quality-adjusted price declines in computer processors and 
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that the industry responsible may be either the electronic components industry 

or the computing equipment industry, depending on the degree to which the 

electronic components are produced for consumption within the same estab¬ 

lishment. 

3.3 Conclusion 

Assessment of the limited data presented here on price declines and quality 

improvements in chips and the complex electronic components into which 

they are assembled offers some evidence that declines in quality-adjusted 

prices of semiconductor chips and, by way of example, higher-level packages, 

are not inconsistent with the processor component of the NIPA deflator for 

office and computing equipment. 

Alternative matched-model indexes presented showed slower rates of price 

decline, with only two changes in the base year (weights) for the period 1975— 

88 as compared with rates of decline in price indexes constructed with consec¬ 

utive changes in the base year (chained indexes), although the slower rates 

remained far more rapid than registered in the PPI component. More impor¬ 

tant, it was shown that, in the case of DRAMs, delaying the introduction of 

new products into the price index results in substantially smaller movements 

in the index. Indeed, delaying introduction between four and five years creates 

price index changes comparable to those observed in the PPI component. In 

addition, it was argued that these matched-model indexes for MOS memories 

would likely understate price declines in logic, where direct comparisons of 

quality are more difficult to measure. 

There are two important implications to be drawn from the arguments and 

data presented: (1) the large differences in price changes within a cell for com¬ 

modity products such as these suggest that price disequilibrium and associated 

errors in price measurement may be more widespread than is currently be¬ 

lieved; and (2) shortening the sample refreshment cycle is likely to reduce the 

effects of introduction delay but is a solution that is second best to one that 

makes direct comparisons of quality. 

Further, it was shown that price indexes for different types of chips regis¬ 

tered similar and rapid price declines that did not differ greatly by choice of 

index formula. This finding illustrates the importance of improvements in 

technology, in this case lithography, on quality-adjusted prices. 

In the absence of needed measures of value-added, an example was used to 

illustrate that price declines like those in the NIPA deflator for computer pro¬ 

cessors are consistent with quality improvements and price declines in elec¬ 

tronic components. The source industry, however, may be either the electronic 

components industry or the computing equipment industry, depending on the 

degree to which establishments in the computing equipment industry purchase 

these key inputs or manufacture them for their own consumption. 
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4 Cost Function Estimation 
of Quality Change 
in Semiconductors 

John R. Norsworthy and Show-Ling Jang 

Semiconductor technology lies at the heart of the revolution in information 

technology. While the official price index in the national income and product 

accounts for computers has been revised to account for changes in the per¬ 

formance characteristics of computer systems (Cole et al. 1986), no compa¬ 

rable modification has been made to the price of semiconductor devices. Yet 

semiconductor devices incorporated in telecommunications equipment have 

been largely responsible for the technological change that led to deregulation 

of the telecommunications services industry. The rapid rate of adoption of 

advanced telecommunications equipment and the decline in cost (without a 

corresponding decline in quality) of telecommunications services are indirect 

qualitative evidence for embodied quality change in telecommunications 

equipment. Similarly, the new semiconductor devices have played an impor¬ 

tant role in the technological change of the computer industry. This empirical 

investigation is designed to develop quantitative evidence of quality change in 

semiconductor devices based on their use in computers and telecommunica¬ 

tions equipment manufacture. 
An econometric model, which consists of a revised translog variable cost 

function for quality adjustment, input demand functions, and an input quality- 

adjustment function, is developed and utilized in this study. The approach to 

quality adjustment, in the spirit of the hedonic approach, is based on two 

major characteristics of semiconductor products: the device density of 

DRAMs (dynamic random access memory) and the bit rating of microproces- 

John R. Norsworthy is professor of economics and management at Rensselaer Polytechnic In¬ 
stitute and director of the Center for Science and Technology Policy. Show-Ling Jang is associate 
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sors. Exponential weights for these technology indicator variables are esti¬ 

mated for the computer industry (SIC 3573), telephone and telegraph equip¬ 

ment (SIC 3661), and radio and television telecommunications equipment 

(SIC 3662).1 In each industry, evidence for quality change in semiconductors 

is drawn from the input factor demand functions. All input factors are mod¬ 

eled jointly, rather than the demand for semiconductor input alone, as in the 

conventional hedonic model. That is, factor substitution information from 

other inputs—production- and nonproduction-worker labor, other purchased 

materials, purchased services—is brought to bear on estimation of the quality 

change in semiconductors used for the computer and telecommunications in¬ 

dustries. Unlike the hedonic case, it is necessary to assume that the prices of 

semiconductor inputs are independent of the level of use by the decision mak¬ 

ers who use them in production. This assumption is a standard (and minimal) 

one in production modeling. 
In the computer industry, where output has been adjusted for performance 

change, it is also possible to obtain additional evidence for the characteristic- 

related quality change in semiconductors from the increase in the (computer) 

industry’s total factor productivity associated with the use of semiconductors. 

Within each of the industries, the quality-adjustment function is con¬ 

strained to have the same parameters in all input demand functions and the 

cost function. However, a separate quality-adjustment function is estimated 

for each industry. It is found that the quality-adjusted prices for all three in¬ 

dustries are similar but sufficiently different to reflect the different importance 

of the technological characteristics of semiconductors in the different indus¬ 

tries. The results tend to confirm the approach. 

The methods demonstrated here are for time-series data. The usual hedonic 

price index model relies heavily on cross-sectional data, often from special 

surveys or proprietary sources. Triplett (1989) provides an excellent summary 

of hedonic applications for the U.S. computer industry. It is often the case, 

however, that sufficiently long time series for product characteristics are either 

not publicly available or quite expensive to obtain. 

No sources of quality change other than that associated with the quality of 

semiconductor input are recognized in this study. However, the specification 

of quality change is entirely associated with the semiconductor input as shown 

in equations (11) and (12) below, except in the computer industry, where an 

additional term is introduced. This term is introduced because the output of 

the computer industry is adjusted for quality change. It permits total and var- 

1. SIC designations are from before the 1987 reclassification. The radio and television com¬ 
munications equipment industry (SIC 3662) is divided into seven categories: (1) communication 
equipment, except broadcast (SIC 36621); (2) broadcast, studio, and related equipment (SIC 
36622); (3) alarm systems (SIC 36624); (4) search and detection, navigation, and guidance equip¬ 
ment (SIC 36625); (5) traffic control equipment (SIC 36626); (6) intercommunication equipment 
(SIC 36628); and (7) electronic systems and equipment not elsewhere classified (SIC 36629). 
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iable input factor productivity to change in association with the same semi¬ 

conductor quality-modifying function used elsewhere in the model. 

Section 4.1 of this paper shows how quality change can be estimated from 

industry input demand systems based on multiple characteristics or indicators 

of input technology. Section 4.2 explains the development of input and output 

prices and quantities from industry data sources at the Census Bureau and the 

Bureau of Labor Statistics (BLS). Section 4.3 discusses the mechanics of in¬ 

corporating the technological characteristics of semiconductors in the cost 

function model of production. Section 4.4 presents and discusses the esti¬ 

mated results. Section 4.5 briefly discusses an agenda for future research 
based on the approach applied in the paper. 

4.1 Indirect Measurement of Quality Change in Production Models 

The translog cost function is a commonly used model of production that 

can be adapted to indirect measurement of quality change in an input.2 The 

same general method can be incorporated in other functional forms. To illus¬ 

trate the measurement of quality change embodied in an input in an econo¬ 

metric model, we first present (in sec. 4.1.1) a model without quality adjust¬ 

ment, consisting of a translog variable cost function and input demand 

equations, and then show (in sec. 4.1.2) the model with quality adjustment. 

4.1.1 Translog Variable Cost Function without Quality Adjustment 

This study empirically assesses the contribution of semiconductor inputs in 

the computer industry and two telecommunications equipment manufacturing 

industries. The translog restricted variable cost function model introduced by 

Brown and Christensen (1981) is used to model the production structure of 

these industries. The variable cost function recognizes disequilibrium in that 

the quantity of physical capital cannot be adjusted to achieve minimum total 

cost in the short run for a given set of input prices and the quantity of output. 

The conventional assumption of full equilibrium models such as the translog 

total cost function is simply not reasonable for industries such as semiconduc¬ 

tors, computers, or telecommunications equipment characterized by rapid 

technological change. 

The translog variable cost function for an industry is given by 

+ 2; a; In pt + 1/2 2; 2^. atj In pt In Pj + by In y 

bK In k + b^ In k In y 

1/2 byy In2 y + 1/2 bkk In2 k 

2, c* In Pi In y + 2, cik In Pi In*, 

In CV = an 

(1) + 

+ 

+ 

2. The explanation in this section is adapted from Jang and Norsworthy (1990a). 
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where i, j, are the variable inputs, pt = price of variable input i, y = deflated 

real gross output, k = real capital input of structures and equipment, and 

CV = variable cost of production. 
Based on Shepard’s lemma and the assumption that variable cost is mini¬ 

mized for a given set of input prices, the cost share st for the translog variable 

cost function is given by 

C2) * C~ = = a' + ^ ln PJ + bik lnk + biy ln Y' d ln p. 

Derivation of the variable cost function model and estimation of the equa¬ 

tions for variable input cost shares with a residual error term et added jointly 

with the cost function itself are explained in Brown and Christensen (1981) 

and need not be repeated here. If an error term is added directly to equation 

(2) , it will be in terms of value shares, however. In such a specification, input 

quality change not reflected in the price of input will be obscured because the 

error term contains both price and quantity components. 

In order to separate price and quantity elfects, the variable input demand 

equations can be estimated (jointly with the cost function) rather than the cost 

share equations. The demand equations are readily derived from equation (2); 

adding a classical normal error term to the demand equations yields 

(3) qt = CV • (a, + 2. a., ln p. + bik ln k + biy ln Y)/pi + er 

Notice that the error term e, in equation (3) is in quantity units. We argue 

elsewhere that the input demand specification is preferable because errors in 

input quantity are minimized directly, thus leading to a better physical descrip¬ 

tion of the technology of production (Norsworthy and Jang 1992, chap. 3). 

McElroy (1987) proposes an additive general error model based on estimation 

of input demand equations rather than price equations. The exact treatment 

specified by McElroy cannot be achieved when there are parameters that occur 

only in the cost function (e.g., by, bk, in eq. [1]). However, the general ap¬ 

proach and motivation for it are entirely consistent with that shown here.3 

A major difference between the share equation and the demand equation 

systems is that one of the cost share equations is redundant, so that the vari¬ 

able cost function is estimated jointly with all but one share equation. That is, 
for any input r. 

i=tr 

3. This issue is explained in Norsworthy and Jang (1992, chap. 3). McElroy has verbally ac 
knowledged the error. 
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For the demand equation system, each input equation has an independent er¬ 

ror term. Consequently, estimation of the demand system increases the effi¬ 

ciency of the estimation because there are more degrees of freedom.4 

Restrictions imposing symmetry and homogeneity of degree 1 in prices of 
variable inputs on the system of equations are as follow: 

2,. a, = 1, 

2, au = 2, aij = for all i, j, 

au 
= 

aji ’ for all i, j> 

2., cik = 0, for all i, 

2, Ciy = 0, for all i, 

K + K = : 0, 

bkk + 
K = : 0, 

cik = ~ Ciy ’ for all i. 

4.1.2 Translog Variable Cost Function with Quality Adjustment Based on 

Multiple Technological Characteristics 

The quality change of an input in the production model can be estimated by 

adjusting its quantity and price to their true values on the basis of some indi¬ 

cators of input technology. Either quantity or price may serve as the basis for 

empirical estimation of quality change in the model. The choice may affect 

the stochastic specification of the model, but both methods should yield simi¬ 

lar results. Quality adjustment based on quantity of input and quality adjust¬ 

ment based on exogenous information such as TFP (total factor productivity) 

growth were developed and applied in our earlier studies (Jang and Norswor- 

thy 1988, 1990a, 1990b). We assume here as in our earlier work that the 

quality of inputs is known by the producers; the task of our quality adjustment 

is to discovery why they behave the way they do in using the inputs. There is 

thus no problem of simultaneity in the estimation procedure outlined in this 

section. 

The semiconductor input (q) is separated from other purchased physical 

materials (qj, and purchased services (qv) are separately treated as well. Sup¬ 
pose that the unmeasured quality change in semiconductor input qs is propor¬ 

tional to the log of a quality-adjustment index /“ so that quality-adjusted in¬ 

put is 

(5) q* = qs /“, a > 0, 

or 

In q* = In qs + a In / , 

4. Degrees of freedom for estimation of a system of translog-based equations are given by the 
number of observations multiplied by the number of equations estimated. 
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where Is is the technological characteristic index for the industry, a is an esti¬ 

mated coefficient, and (as before) qs is measured semiconductor input.5 

The corresponding quality-adjusted price for input 5 is 

P* = PJ1*’ 

or 

(6) In pf = In ps - a In Is. 

The quality-adjustment index Is is defined below in terms of semiconductor 

characteristics. 
If the quality-adjusted price index of inputs declines faster than the official 

price statistics imply, then the coefficient a will be positive; the null hypothe¬ 

sis a = 0 corresponds to no unmeasured quality change, positive or negative. 

The quality-adjustment function may, of course, reflect multiple character¬ 

istics of the output(s) of the supplying industry. For example, let 

(7) If — f(t1, t2, , tm), 

where the t's are logs of technology indicators reflecting technological char¬ 

acteristics of input s. For the semiconductor industry, these indicators might 

measure performance characteristics such as device density, speed, power re¬ 

quirements, bit width of data and instruction paths in microprocessors, etc. 

For a first-order function,6 

(8) If = 2,. w/., i = 1, ... ,m, 

where w/s are weights estimated in the input factor demand model for each of 

the m characteristics included in the function. (These are comparable to the 

characteristics coefficients in the hedonic model.) For clarity and comparabil¬ 

ity with the single index case, however, the quality-adjustment index may be 

written 

m — 1 m — 1 

(9) a In/, = a[ 2 z/,. + (1 - 2 z,)fj- 
i=1 i=l 

Equations (8) and (9) have the same number of independent parameters: 

exactly m. However, changing the parameterization so that w(. = az,., / = 1, 
m - 1 

• • • , m — 1, and wm — a(l — 2 z.) permits us to estimate directly the 
/= 1 

5. a may also be a function a = J{t) = cf or a = ec\ where t is the trend variable 1, 2, 3, 
. . . , and the estimated coefficients c, and c measure average annual augmentation of input 5. 
Norsworthy and Jang (1989) argue that time trends may capture spurious effects collinear with 
time and that use of an alternative proxy for quality change that has economic content is prefer¬ 
able. 

6. Higher-order functions, e.g., truncated qualities, are sometimes applied in the hedonic ap¬ 
proach and could readily be accommodated in a sufficiently large and rich data set. 
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relative weights of the individual characteristics. These relative weights are 
readily interpreted because they sum to one.7 

The estimated coefficient a is then directly comparable to the coefficient of 

the single indicator. The estimated coefficient z. is the weight of technological 

characteristic i in the quality-adjustment function (9). Correspondingly, In ps 

is replaced by 

m—1 m-1 
(10) In P* = lnp, - a[ 2 zf + (1 - 2 z)tj 

i= 1 i= 1 

in all its occurrences in the cost function. 

Then the variable cost function in equation (1) can be rewritten incorporat¬ 

ing the modified expression shown in equation (11) and the parameter a esti¬ 
mated as part of the cost function model: 

In CV = a0 + at In p, + as(ln ps - a In Is) -I- z,( - a In I) 
/=£ s 

+ 1/2 2 2 av In p, In Pj 
i=ts j=f=s 

+ 2 aisln Pi(ln Ps - a In /,) 
i =£ j 

+ 2 ajs ln p/ln Ps - a In l) + 1/2 fl„(ln ps - a ln If 
(11) j*s 

+ bY In Y + bK ln K + bKY ln K ln Y + 1/2 In2 Y 

+ 1/2 bKK In2 K + ciY ln pt ln Y 

+ 2/ ciK ln Pi ln K + csy(ln Ps - a In /j)ln Y 
i^s 

+ cSJf(ln ps - a ln 7)ln K, 

where i, j = /, n, m, v, for the variable inputs: production-worker labor (/), 

nonproduction-worker labor (n), purchased materials inputs (m), and pur¬ 

chased services (v). 

The demand equation for the quality-adjusted input s then becomes 

(12) qf = (CV/pJIf)[as + 2 asjln P, + a,/ln Ps ~ « In If + e*. 
j±s 

The substitution shown in equation (10) for the price of quality-adjusted 

semiconductor input is applied throughout the model, and the estimated co¬ 

efficients a and z,. are constrained to be nonnegative. The first-order term 

(— a ln /.) with estimated coefficient zt is the overall variable factor productiv¬ 

ity gain or cost reduction effect associated with quality improvement in semi¬ 

conductors (given the level of output and inputs). This effect can be reliably 

estimated only for the computer industry, where the output price has been 

7. This reparameterization procedure was applied in earlier studies by Norsworthy and Jang 

(1991) and Norsworthy and Zabala (1990). 
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adjusted for quality change. Because adjustment for quality change has not 

been made for the price of output of either of the telecommunications equip¬ 

ment industries, there is a downward bias in measured total (and variable) 

factor productivity. Under these circumstances, any estimate of the effect of 

improvement in semiconductor quality on industry productivity would be un¬ 

reasonably low; measured total factor productivity growth in the industries is 

very nearly zero, while true total factor productivity growth is certainly larger. 

This first-order term is therefore included only in the computer industry 

model. 
The restrictions in equation (4) are not modified by the quality adjustment. 

The modified cost function with the restrictions applied is still homogeneous 

of degree 1 in input prices, including the modified price of semiconductor 

input. Estimates of a quality-adjusted price for semiconductor input may then 

be calculated after the estimation of the cost function (11) and the correspond¬ 

ing input demand equations. 
Applying this procedure assumes that enterprises using input 5 do so on the 

basis of its technological characteristics; that is, the users perceive the input 

in terms of the quality-adjusted relation between price and quantity. Thus, the 

demand equation for the input s is stated in terms of adjusted quantity and 

price.8 
In this framework, we can also test the hypothesis that a = 0, that is, that 

there is no significant quality change except that reflected in the current offi¬ 

cial price index for semiconductors. The simplest test is based on the r-test; 

the significance of the contribution of the quality-based price adjustment to 

the estimated model as a whole may also be captured in a likelihood ratio test. 

In the estimation procedure, the quantity demanded of semiconductor in¬ 

put, qf, must be adjusted to agree with the quality-adjusted price, p* from 

equation (10). We applied the following iterative estimation procedure: 

1. For the initial value of a, compute qf using equation (5). 

2. Estimate a as part of a full information maximum likelihood (FIML) es¬ 

timation of the cost function model. 

3. Recompute qf from (5) using the new value of a. 

4. Reestimate a by FIML estimation of the cost function model using the 

parameter values from the prior iteration. 

8. The dependent variable, and hence the error term, in the share equation for the quality- 
adjusted input r is invariant to the adjustment; i.e., ss does not change in magnitude when quality 
adjustment for semiconductor input is introduced. However, while ss = $*, the dependent vari¬ 

able and error term in the demand equation for semiconductor input differ according to whether 
the input s is quality adjusted. That is, 

qf =£ qs and e* # t, . 

In other words, the stochastic specification of the model changes with the quality adjustment, 
necessitating the iterative estimation procedure described below. 
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Steps 3 and 4 were repeated until successive values of q* for each year 

differed by a cumulative total of less than .05. This procedure converged in 

three iterations for SIC 3661, four for SIC 3662, and three for SIC 3573. 

The final stage estimate of the quality-adjusted quantity of semiconductor 

input results in a larger q* and smaller p* than the initial estimate. The larger 

qf changes the stochastic specification of the model by increasing the relative 

importance of errors in semiconductor input. The smaller p* affects the elastic¬ 

ity of substitution estimates (through the aij coefficients), in principle for all 

pairs of inputs. Consequently, the iterative procedure is necessary.9 

4.1.3 Comparison with the Standard Hedonic Approach 

It is important to make clear how this approach relates to conventional he¬ 

donic studies of technology-intensive products, such as Dulberger (chap. 3 in 

this volume). Triplett provides a thorough statement of the hedonic approach 

to price deflation (Triplett 1987) and its applications to capital goods (Triplett 

1989). The explanation that follows is keyed to the latter discussion. 

The conventional hedonic function may be expressed as 

(13) P = h(c), 

where P is a vector of prices of n varieties of the good in equation (12), and c 

is a matrix measuring each of k characteristics of each of n varieties of the 

good (Triplett 1989, eq. [1], p. 128). The production function that corre¬ 

sponds in our study to Triplett’s equation (2) (Triplett 1989, 130) is the short- 

run function 

(14) y = f(qL, qN, qM, qv, qs\ K), 

where y is output. K is fixed capital input, and qn i = L, N, M, V, S, are the 

variable inputs noted for equation (11) above. (Equation [11] above is the dual 

to eq. [14].) The quality adjustment of qs, semiconductor input, is achieved 

by mapping qs into semiconductor characteristics space: 

(15) qs = q{T\, ■ ■ ■ , TJ, 

where the 7), i = 1, . . . , m, are the quantities of the various characteristics 

in the aggregate qs. By estimating the function that carries out transformation 

(15) in the context of the production model, we obtain weights for the semi¬ 

conductor characteristics embodied in the aggregate input qs. These weights 

measure the marginal productivity in the industry being studied. This point is 

worth stressing: the weights obtained from the cost function for the industry 

9. We utilized the FIML estimation procedure in program SORITEC. This procedure cannot 
update q* shown in the demand equation for semiconductor input as part of the iterative process 
of determining parameter values, thus necessitating the iterative procedure. 
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are specific to the production technology used in that industry; they also re¬ 

flect the mix of characteristics peculiar to input S in that industry.10 
The quality-adjusted quantity of semiconductor input is thus denoted qf, 

where 

(16) qf = qs ■ A 

and I is a quality index based on the transformation of the quantity of semi¬ 

conductors into characteristics space. We specify the index I in logarithmic 

form: 

(17) In(qf/qs) = In I = (w,f, + • • • + wjJ = 2, 

where tt is the (log of the) representative measure of characteristic i for semi¬ 

conductors. Its dimensions are units of characteristic i per unit of semiconduc¬ 

tor input. (Ideally, should represent the quantity of characteristic i in semi¬ 

conductors input for the industry; however, that information was not available 

to us.) The coefficients w are estimated transformation coefficients and mea¬ 

sure units of base year input S per unit of characteristic i. Consequently, the 

quality-adjustment expression for semiconductor input is given by 

(18) qf = qs ■ exp(2,w/,). 

The form in which equation (18) is estimated is altered somewhat to permit 

direct testing of the proposition that proportional changes in the characteris¬ 

tics lead to equal proportional changes in the quality of semiconductor input. 

Thus, for estimation, the log of the quality index in equation (17) is rewritten 

(19) In / = a(2 z,t), 

where zm = 1 — S^r,1 z; and wt = azr 

We can then test the proposition that a = 1 by computing the r-statistic for 
a — 1 after estimation of the model. 

The quality index I must preserve the cost of input j in nominal terms, that 
is, 

(2°) PsQs = pfqf, 

where we obtain 

(21) Pf = pjl. 

In P* = In Ps ~ (w,r, + . . . + wjJ. 

The right-hand side of expression (21) replaces In ps in the estimated translog 
model, equation (11) above. 

The prices of characteristics may be obtained by simultaneously solving the 
system of simultaneous equations 

10. There is no industry-specific information available to us to identify industry-specific com¬ 
position of aggregate semiconductor input. 
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<22) Pi = [<2, w,T)/p* - (psqs - PiT)]/Tn 

subject to the conditions that psqs = 1ipiqi and pt > 0 for all i. 

The formulation assumes that information is available that quantifies tech¬ 

nological characteristics in the aggregate semiconductor input. In this appli¬ 

cation, we did not have that information; consequently, our estimates of the 

weights z( (and the corresponding vv;) contain elements that reflect industry- 

specific adjustments not only for the transformation coefficients w; but also for 

the TJqs as well. Thus, in order to derive characteristics prices according to 

equation (22) from this application, it would be necessary to obtain estimates 

of Tt for each industry. A similar limitation applies to the technique used by 

Dulberger, as noted in section 4.4.2 below concerning industry-specific he¬ 
donic weights. 

4.2 Data Sources, Measurement, and Concepts 

The data used in this study are the historical U.S. time-series data at the 

four-digit SIC level for telephone and telegraph apparatus (SIC 3661), radio 

and television communications (other telecommunications) equipment (SIC 
3662), and computers (SIC 3573). 

To estimate the econometric models, the information required is total cost 

(TC), variable cost (CV), the price and quantity of output (T), net capital stock 

(K), production-worker labor (L), nonproduction-worker labor (N), semicon¬ 

ductors (5), purchased services (V'), and (other) intermediate input, “materi¬ 

als” (A/).11 These measures are derived and constructed on the basis of several 

data sources. The major sources are the Census of Manufactures (CM) and the 

Annual Survey of Manufactures (ASM) of the Census Bureau, the producer 

price index (PPI) program of the BLS, and The Detailed Input-Output Struc¬ 

ture of the U.S. Economy (Bureau of Economic Analysis 1963, 1967, 1972, 

1977). Following is a detailed description of the sources and methodology 

used to create the input, output, and price data for these industries. 

4.2.1 Labor 

Two components of labor input are distinguished in this study, namely, 

production-worker labor (L) and nonproduction-worker labor (/V). Production 

workers are defined by the CM as workers (up through the line-supervisor 

level) closely associated with production operations at the establishment. The 

number of nonproduction workers is computed by subtracting the number of 

production workers from the number of all employees given in the CM or 

11. Disaggregation of production and nonproduction labor in high-technology industries results 
in substantial improvement in the resulting model (Jang 1987) because the compensation and 
employment trends differ considerably for the two categories of workers. The Division of Produc¬ 
tivity Research at BLS separates nonenergy intermediate input into purchased services and other 
materials because price and input trends for services are quite different, as William Gullickson of 

that agency has argued for many years. 
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ASM for each year; payroll for nonproduction workers is computed similarly. 

Supplemental labor costs are added into the payrolls of both production work¬ 

ers and nonproduction workers in proportion to their shares in total payroll. 

The augmented payroll of nonproduction workers divided by the number of 

nonproduction workers is the annual salary per nonproduction worker. (Em¬ 

ployment of nonproduction workers is used as the unit of measure because 

hours of nonproduction workers are typically not measured, or not measured 

well.) The hours worked by production workers and their hourly wage rates 

based on the augmented production-worker payroll are derived from the CM 

and ASM and used as the quantity and price of production workers, respec¬ 

tively. 

4.2.2 Semiconductors 

From a technological perspective, semiconductors are one of the most im¬ 

portant materials in the manufacture of communications equipment and com¬ 

puters. We separate semiconductors (SIC 3674) from other intermediate ma¬ 

terials, which includes all physical materials and electric and gas utilities, 

shown in the CM and ASM. The ratio of expenditure on purchased semicon¬ 

ductors to expenditure on total intermediate materials is taken from the input- 

output tables in the CM years. These ratios are interpolated for each year. The 

price index for semiconductors comes from gross output deflators developed 

in the BLS economic growth program. 

4.2.3 Materials 

The levels of annual materials expenditures excluding semiconductors (and 

most purchased services) are taken directly from the five-year CM and the 

ASM. The real quantity of materials input is obtained by deflating materials 

expenditure. The aggregate price deflator for materials, PM, is constructed as 
follows: 

PM = 2 W,Pn i = 1, . . . , n, 
i= 1 

where i designates a particular materials input category. Twenty to thirty-five 

categories of materials and services inputs together were treated, depending 

on the industry. On the basis of the detailed input-output table, all physical 

materials and services purchased from the manufacturing sector and electric, 

gas, water, and sanitary services are included. The prices (P.) of these detailed 

materials are obtained from the producer price indexes of BLS. The weight 

(W) of each individual material in aggregate intermediate input in these indus¬ 

tries is computed from the input-output tables. First, we compute the weight 

from the input-output tables of 1958, 1963, 1967, 1972, and 1977; then we 

interpolate these weights to obtain the approximate weights for each year. The 
1982 CM was used to extend the weights for materials. 
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4.2.4 Purchased Services 

The services provided by the transportation, communications, wholesale 

and retail trade, finance, insurance and real estate, and government sectors, 

especially computer services, have become more and more important in the 

production process, but the cost of materials measured in the CM and ASM 
does not include the cost of these purchased services. 

The ratio of purchased services expenditures to total cost for each industry 

is taken from the input-output tables for the CM years, and the ratio is inter¬ 

polated between these values for each intermediate non-CM year. Using the 

approach applied to materials, we developed the price index for purchased 

services by aggregating the detailed purchased services shown in the input- 
output tables. 

4.2.5 Variable Costs after Adjustment for Holding Inventories 

Besides the direct costs of variable input factors such as labor, semiconduc¬ 

tors, materials, and purchased services discussed above, manufacturers must 

pay the costs of holding work-in-process inventories. These costs can be mea¬ 

sured in terms of holding related variable inputs. We thus compute the total 

cost of holding the work-in-process inventories by multiplying the quantity of 

the inventories in current dollars by the rate of return in the industry. This cost 

is then distributed to the individual variable inputs by their shares in total 

variable cost. Thus, the cost of holding raw materials inventories is added to 

total materials expenditures after deflation to obtain the real quantity of mate¬ 

rials inputs. Thus, the price of materials is increased by the cost per unit of 

materials input of holding work-in-process inventory. The cost of holding the 

work-in-process inventory is thus treated as part of the cost of the variable 

inputs, with the cost allocated according to the shares in the variable cost of 

production. Semiconductor and other materials inputs are treated the same 

since there is no separate information on inventories of semiconductors and 

other materials. 

4.2.6 Capital Stocks for Physical Assets and Financial Assets 

The quantities of capital stocks of equipment and structures in these indus¬ 

tries were computed by the perpetual inventory method. Investment data se¬ 

ries are taken from the ASM and CM. The rates of economic depreciation 

applied for different types of producers’ durable equipment and for private 

nonresidential structures from Hulten and WykolF (1981) are used here as in 

many productivity studies, notably Jorgenson, Gollop, and Fraumeni (1987). 

The Hulten-Wykolf asset depreciation rates are not specific to industries, nor 

do they change through time. Depreciation rates for capital stock in these 

industries are developed as follows. First, the shares of the different types of 

durable equipment and structures in total expenditures on capital goods for 

each industry are computed on the basis of the capital flow tables for 1963, 

1967, 1972, and 1977 from the associated input-output studies. These shares 
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are interpolated between CM years. Using these shares as weights, the depre 

ciation rates are summed for all types of equipment and structures from the 

Hulten-Wykoff study to obtain more reasonable depreciation rates for these 

two elements of the capital stock for each industry. The depreciation rates vary 

through time because and only because the weights change. 
To compute the service prices of capital equipment and structures, we use 

Jorgenson et al.’s approach, somewhat modified. Besides equipment and 

structures, other assets, especially financial assets, are also important in most 

manufacturing industries. These financial assets must also earn a normal re¬ 

turn. Their omission from calculation of the rate of return on physical assets 

imparts an upward bias to that rate of return. Interindustry differences in rates 

of return on capital should in principle reflect productivity differences. How¬ 

ever, differences in rates of return measured in this way will result not only 

from differential productivity of physical assets but also from different re¬ 

quirements for financial assets. 
The rate of return on capital, which includes equipment and structures as 

well as other assets—financial assets and all types of inventories—is com¬ 

puted by dividing total property income by the sum of nominal values of all 

assets at the end of the prior year. The values of equipment and structures are 

the products of their asset prices and quantities, respectively, which are de¬ 

rived as described above. The value of financial assets is estimated by multi¬ 

plying the ratio of financial assets to the physical assets in the industry by the 

value of the physical assets. The ratios are taken from the financial statements 

in the Compustat data base for SIC 3661 and 3573. Balance sheets of nonfi- 

nancial corporate business from the Federal Reserve Board of Governors is 

used as a proxy for SIC 3662, for which Compustat lists no companies at all. 

A serious deficiency in coverage arises with the financial data for both indus¬ 

tries because AT&T, a major producer of both types of equipment as well as 

of computers, is not listed in either SIC 3661, SIC 3662, or SIC 3573 in the 

Compustat data base. The omission of AT&T financial data amounts to as¬ 

suming that the capital requirements for production of telecommunications 

equipment in that company are the same as those of nonfinancial corporations 

in general. While this assumption is dubious, the resulting correction for the 

return to financial assets is surely better than the assumption that they earn no 
return at all. 

4.2.7 Total Cost and Output 

The sum of shipments and changes in inventories of finished goods in cur¬ 

rent prices that come from the CM and ASM is the total cost before adjustment 

for the cost of holding financial assets and inventories. The cost of holding 

financial assets and inventories is measured by multiplying the amounts of 

financial assets and inventories by the rate of return in the industry. To get the 

true total cost for production, the costs of holding financial assets and finished 

goods are subtracted from the sum of shipments and changes in inventories. 
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Production of output is thus separated from production of shipments, and the 

two are priced separately. The quantity of real output is the deflated value of 

total revenue after the adjustments noted above. Output is deflated using the 
appropriate BLS price indexes from the PPI. 

The quantities and prices of variable inputs are normalized to 1.00 in 1977. 

Quantity indexes are then obtained by dividing expenditures on the input by 
the normalized price. 

4.3 Semiconductor Characteristics for Quality Adjustment in a Cost 
Function Model 

Appendix table 4A.1 shows the technology frontiers chosen to represent 

the seventy-fifth percentile of performance for two types of semiconductor 

devices: DRAMS and microprocessors. The original data went back only to 

1972; extrapolations to 1968 were based on the perceived history of the indus¬ 

try and have not been objected to in discussions with semiconductor special¬ 

ists.12 (These data were not adjusted to “tune” the estimation results.) Poly¬ 

nomial smoothing (a quadratic function of time) was applied to reflect the mix 

of devices of both types. It would be most appropriate to use value weights 

for the mix of DRAMs and microprocessors used in each industry applied to 

the indicators. We judged that such a procedure would result in roughly com¬ 

parable smoothing. From 1968 to 1977, the normalized performance indica¬ 

tors move about the same distance (from -3.4 to 0), although in different 

patterns. After 1977, the depicted advance in DRAM characteristics is about 

four times faster than that of microprocessors. The two series of technolog¬ 

ical characteristics clearly show different patterns, however imprecise they 
may be. 

In a study based on cross-sectional as well as time-series data, a much 

richer description of semiconductor technology than employed here would be 

possible. Such a study could be based in part on plant-level data from the 

Longitudinal Research Data file at the Census Bureau. In terms only of the 

number of characteristics included, this study is inferior to the conventional 

hedonic approach. However, the model explains more than 99 percent of the 

observed variation in input demand. 

This approach has innovative features that compare favorably with the usual 

hedonic study, however. The weights of the characteristics of semiconductor 

devices are permitted to change by industry. (While we have not yet done so, 

we would expect to reject the hypothesis that the quality-adjustment functions 

are the same across industries.) Second, the interaction of semiconductors 

with other major categories of inputs is incorporated into the model through 

the joint estimation of the input demand functions and the cost function. 

Third, in the case of the computer industry, it is also possible to include evi- 

12. However, we regard the 1968-71 data as preliminary. 
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dence for the semiconductor quality adjustment from the effect on total factor 

productivity in the industry. An ideal approach, in our view, would combine 

cross-sectional data with the cost function-based model applied here, en¬ 

abling the analysis of more technological characteristics. 

4.4 Empirical Application to Three Industries 

4.4.1 Estimation Results 

The cost function estimations outlined above were carried out for the tele¬ 

communications equipment and computer manufacturing industries SIC 

3661, 3662, and 3573 by the FIML method in the SORITEC econometrics 

package. The results for each of these industries are shown in tables 4A.2, 

4A.3, and 4A.4, respectively. 

The coefficients of the estimated variable cost function models suggest that 

most of the model characteristics are satisfactory.13 All variable input demand 

curves slope downward at all points, except as noted below, based on the BY 

parameters.14 All industries show increasing returns to scale (in varying de¬ 

grees) as expected; scale measures are in “credible” ranges: greater in com¬ 

puters, reasonably close to one elsewhere. Second-order parameters are rea¬ 

sonable in size; models characterized by overfitting often show second-order 
parameter values exceeding one. 

With the exception of the demand for production-worker labor in industry 

3662, the input demand functions are concave in their own prices, as the elas¬ 

ticities in table 4A.5 show. The shadow cost of capital, bk, however, is effec¬ 

tively zero. The coefficient, bk, was constrained to be nonpositive in all mod¬ 

els. As noted in the data section, the absence of financial data for AT&T from 

the industry aggregate makes the capital results for SIC 3661 and 3662 less 

than complete. Because there are parameter constraints connecting the capital 

and output coefficients, this problem may also affect the estimates of econo¬ 

mies of scale, which show increasing returns of about 40 percent in SIC 3661. 

The Durbin-Watson statistics (after first-order autocorrelation correction in 

SIC 3661) indicate that there may be downward bias in the estimated standard 

errors owing to serial correlation of the residuals for SIC 3662 and 3573. 

13 It may be that the method for computing standard errors and r-statistics in FIML estimation 
results in downward bias in the standard errors when our iterative method of estimation is applied. 
A characteristic of many FIML estimation techniques is that the standard errors of the estimated 
coefficients are determined empirically on the basis of changes in the provisional coefficient esti¬ 
mates just prior to convergence. In consequence, when the estimation tolerance is extremely 
small a practice to ensure reproducibility of the results and comparability across models_the 
vanance-covariance matrix of the estimated coefficients gets quite small, and the r-statistics ex- 
plode. In this constrained choice set, we chose the accuracy of the parameter estimates over that 
of their standard errors in order better to identify the interindustry differences among the quality- 
adjustment functions. It may be possible to correct this deficiency in the near future. 

14. The parameters in the appendix tables have been rewritten as uppercase entities because of 
the limitations of computer software. 
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We did not expect the rates of quality augmentation inferred from the three 

industries to be the same. Lancaster’s (1971) theory of demand based on char¬ 

acteristics of goods represents an individual product as a bundle of character¬ 

istics. As an example, device density and microprocessor capacity15 for semi¬ 

conductor inputs could be expected to yield different advantages in different 

kinds of communications equipment and computers. (In fact, this appeared to 

be so, but with little effect on the correlations of the resulting quality-adjusted 

prices.) Further, a considerable number of different devices are grouped to¬ 

gether as output of the semiconductor industry, with large differences in func¬ 

tion and prices per unit. Because our technology indicators include only two 

characteristics, DRAM density and microprocessor bit width, we thought it 

reasonable that the effects of embodied technical change might differ signifi¬ 

cantly in value per unit among the three industries. This proved to be the case, 

but the differences are somewhat smaller than we expected. 

Estimates of the coefficients for quality adjustment of semiconductor input 

in this study for the three industries are shown in tables 4A.2-4A.4. The 

estimated coefficients alpha (a) are quite close for the telecommunications 

equipment industries. Computer manufacture is similar to telephone and tele¬ 

graph equipment, but with even higher weight for DRAMs. That is, the values 

of a are 1.34 for SIC 3661, 1.38 for SIC 3662, and 1.28 for SIC 3573.16 As 

table 4A.6 shows, the weights for the DRAM and microprocessor character¬ 

istics are about % and V3, respectively, in telephone and telegraph equipment 

and computers (SIC 3661 and 3573) and are reversed for other telecommuni¬ 

cations equipment (SIC 3662). Preliminary discussion with semiconductor 

and telecommunications industry sources suggests that the relations among 

the weights for the three industries are plausible.17 The great similarity be¬ 

tween the manufacture of computers and the manufacture of telecommunica¬ 

tions switching devices has been widely noted (e.g., Flamm 1989). The sim¬ 

ilar weights for technological characteristics found in the patterns of usage by 

the two industries confirm that observation. In contrast, microprocessor per¬ 

formance seems to be more important in other telecommunications equipment 

(SIC 3662). 
The t-statistics reported in tables 4A.2-4A.4 are biased upward as a con¬ 

sequence of the iterative estimation procedure and are therefore inappropriate 

for testing hypotheses concerning the effect of quality change on the models. 

15. Microprocessor capacity is expressed as “bit width”—our own term (not to be confused 
with “band width,” which is only tangentially related). Integrated circuit technology has packed 
more functions on successively larger microprocessor “CPUs” (central processing units) so that 
bit width is an indicator of circuit integration and microprocessor speed as well as the data path 

and instruction repertoire that bit width directly measures. 
16. The overall effect in computers is much larger despite the smaller value for alpha because 

an additional term, z„ is included, representing the effect on total factor productivity in the in¬ 

dustry. 
17. Conversations with Jerry Junkins, chief executive officer, and Vladmire Catto, chief econ¬ 

omist, Texas Instruments. 
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In order to test the hypothesis that adding quality adjustment to the models 

does not improve their explanatory power, we adopt the likelihood ratio test 

(see, e.g., Judge et al. 1985, 182-84). The test statistic is 

X = 2(U - R), 

where U is the log of the likelihood function (LLF) of the unrestricted model 

(the model with technology-based quality adjustment, and R is the LLF of the 

restricted model (the model without quality adjustment). The test statistic X 

has a chi-squared distribution with degrees of freedom equal to the number of 

parameter restrictions: two each for the telecommunications equipment indus¬ 

tries and three for the computer industry. The LLF for the unrestricted model 

is based on the first pass of the iterative estimation procedure because the left- 

hand side of the model is changed in subsequent passes. Thus, the unrestricted 

LLFs reported in the text table below (showing hypothesis tests for effects of 

quality change in semiconductors) are not comparable to those reported in 
tables 4A.2-4A.4: 

Industry Unrestricted Restricted df X X2(05) 

3661 216.21 195.17 2 42.08 5.99 
3662 121.95 116.32 2 10.63 5.99 
3573 85.31 63.82 3 42.98 7.81 

The overall effect of semiconductor quality improvement in computers is 

much larger than in telecommunications equipment because a term is included 

in the model representing the variable input factor productivity effect of im¬ 

provement in the quality of semiconductors. This effect is about 6.3 percent 

per year, as table 4A.6 shows. Such an effect is quite large: for U.S. manufac¬ 

turing as a whole, total factor productivity growth is about 1 percent per year 

before removal of scale effects. The coefficient estimated in table 4A.4 that 

leads to the effect reported in table 4A.6 is adjusted for scale effects because 
the scale coefficient bY is estimated as part of the same model. 

It is interesting to speculate why the exponential weights for the quality- 

adjustment functions are all greater than one. That is, the implied input de¬ 

mand effects (including substitution and, in the computer industry, cost reduc¬ 

tion) of semiconductors are greater than DRAM density and microprocessor 

bit width changes would imply. This result may be interpreted as the effect of 

omitted characteristics. Dulberger (chap. 3 in this volume) suggests that the 

answer may lie in improved “packaging” of the devices: adaptation of the 

techniques that combine the semiconductor devices with other components 

and each other in the construction of complete systems. Whatever the cause 

however, it is remarkable that the evidence from all three industries suggests 

that the growth in performance characteristics of semiconductor devices as 
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measured here understates the growth in their comparative value in production 

of computer and telecommunications equipment. 

Table 4A.7 shows the resulting quality-adjusted semiconductor prices for 

these three industries as well as the official price index for the computer indus¬ 

try (Cartwright 1986). The price index for computers used in the GNP ac¬ 

counts described by Cartwright is adjusted for quality change using a hedonic 

approach introduced by Cole et al. (1986). In comparison with this computer 

price index, our estimated prices of semiconductor devices used in all indus¬ 

tries decline much more rapidly. Such a pattern would result in correspond¬ 

ingly higher growth of real output and productivity in the semiconductor in¬ 

dustry than the measures obtained from the official price statistics. 

Table 4A.8 shows the correlation coefficients for the quality-adjusted price 

indexes and their changes, expressed both in levels and in natural logarithms. 

While the correlation coefficients are all extremely high, the adjusted prices 

nevertheless exhibit rather different behavior. Quality adjustment for com¬ 

puter industry use of semiconductors shows the largest decline over the period 

studied, with the decline about twice as rapid both before and after the index 

year 1977, compared to the adjusted price of input to other telecommunica¬ 

tions equipment. Another source of differences in quality-adjusted prices 

among industries could result from the adjustment of semiconductor input 

prices to reconcile production and shipments costs. (It should be noted that 

we made no postestimation or “feedback” adjustment of any of the model data 

to “tune” the results.) However, comparison of tables 4A.8 and 4A.9 shows 

that the quality-adjusted semiconductor prices are more highly correlated 

across industries than are the prices of semiconductor input before quality 

adjustment. 
Table 4A. 10 shows the effects of changes in performance characteristics of 

semiconductors on production costs in the U.S. computer industry for the 

period 1969-86 and for three subperiods. The cost-reducing effect declines 

from an annual rate of more than 2 percent in 1969-73 to about 0.67 percent 

in 1979-86. However, the value of the cost reduction increases from the ear¬ 

liest to the latest period because the total volume of sales in the computer 

industry increases. 

4.4.2 Comparison with Dulberger’s Method 

It is useful to compare this approach with that applied by Dulberger (chap. 

3 in this volume). (Note that Dulberger’s analysis is based on data that were 

not available to us during the course of our study.) The Dulberger hedonic 

price index can be applied to deflate semiconductor input to an industry only 

if the detailed composition of that input is known in terms of characteristics. 

In other words, if the Dulberger deflator is applied to deflate input to the com¬ 

puter industry (SIC 3573) or telecommunications industries equipment (SIC 

3661 and 3662), then the deflation will be based implicitly on the composition 

of the hedonic sample in the absence of data on composition of the semicon- 
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ductor input in that specific industry. Unlike the hedonic deflator from the 

Dulberger application, the deflator derived from our approach reflects the 

technology of production in each of the industries studied, and the hedonic 

weights reflect the input demand transactions carried out by each industry. 

That is, the Dulberger hedonic index, like the Lancaster formulation, reflects 

the combinations of characteristics in the buyer’s opportunity set but is mute 

concerning the buyer’s actual choices. Our variant reflects the results of the 

buyer’s choices but does not identify the original opportunity set.18 

4.5 Conclusions and Implications for Future Research 

This study examines three related equipment manufacturing industries that 

are central in different ways to the information revolution. Our key findings 

are as follows. 

1. Advances in semiconductor technology have profoundly influenced the 

patterns of production in telecommunications equipment and computer man¬ 

ufacture. These technological advances are captured in physical characteris¬ 
tics of semiconductors. 

2. These technological advances constitute largely unmeasured quality 

change in semiconductors. After adjustment, the prices per unit of perform¬ 

ance fall dramatically (table 4A.7) and—as expected—faster than quality- 
adjusted prices of computers. 

3. Consequently, the producer price indexes for semiconductor devices 

greatly understate quality change and thus the quantity of semiconductor input 
of constant performance. 

4. The relative weights of DRAM device density and microprocessor word 

size vary among industries and are highest for DRAMs in the computer indus¬ 

try. (All three industries might be better understood and modeled as multi¬ 

product industries so that the roles of the semiconductor inputs could be clar¬ 

ified by estimation of separate parameters linking them to different output 
categories in the using industries.) 

5. Cost function-based estimation of hedonic price indexes offers substan¬ 

tial promise for finding industry-specific price deflators. The required as¬ 

sumption that producers minimize the short-run variable cost of production is 

18. Despite the data limitations that our application necessarily reflects, the resulting input 
deflators are industry specific and perhaps not implausibly different from one another There is no 
doubt, however, that a more specific data set in the particulars noted would improve our method. 

Tom whaIbeen a,pplled ln a recent doctoral dissertation at Rensselaer Polytechnic Institute 
(Pitt 1991). In that application, technological characteristics of aircraft are the basis for obtaining 
airline-specific indexes of the quality of the fleet of aircraft. Each fleet year for each carrier ,s 
represented by a vector of technological characteristics based on the composition of the fleet in 
that year. (The current value of the aircraft is used to weight its contribution to overall fleet tech- 

he!e used dTTf'ThUS’ “ CaSe’ where the data were available, the method applied 
here used detail of the type represented in Dulberger’s analysis. 
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also required to interpret conventional hedonic price indexes as reflecting 
value in use. 

6. Finally, cost function-based estimation of hedonic price indexes permits 

the unambiguous attribution of cost changes and associated productivity 

changes to quality change in the subject input, as demonstrated above for the 
U.S. computer industry. 

We believe that the methods applied here also hold considerable promise 

for investigation of quality change in other industries. Particularly if applied 

to pooled plant-level time-series/cross-sectional data, these methods could ac¬ 

commodate a wider range of technological characteristics and thus provide 

more detailed and more reliable results than industry time-series data can sup¬ 

port. (As noted in sec. 4.4, there is evidence for unmeasured characteristics.) 

A major strength of the approach is that identifying information for the value 

of dilferent technological characteristics is derived from demand for other in¬ 

puts as well as the one under study and from the cost function itself. There are 

literally dozens of studies in the past twenty years that attest to the improve¬ 

ment that interrelated factor demand models bring to studies of production. 

Much of this promise can be realized in quality-adjusting input factors for 

unmeasured quality change, that is, in adapting a hedonic or characteristics- 

based approach in cost function modeling. 

The role of technological change in telecommunications equipment on tele¬ 

communications would be better understood through a study of the telecom¬ 

munications services industry itself. Such a study could incorporate descrip¬ 

tions of the technological advances embodied in telecommunications 

equipment as this study uses DRAM density and microprocessor word size to 

describe the performance of semiconductors. Jang and Norsworthy (1990b) 

have outlined a method for assessing the effect of technological change in 

telecommunications equipment on telecommunications services. Such a study 

could provide an improved estimate of quality change of telecommunications 

equipment and thus an improved estimate of real output in SIC 3661. That 

information in turn would permit estimation of the contribution of semicon¬ 

ductors to the (quality-adjusted) growth of total factor productivity in tele¬ 

communications equipment, in the fashion applied to the computer industry 

in this paper. We are currently conducting such a study for the New York State 

Public Service Commission. 
In the broader context of analysis of technological change, such a study 

would represent an important addition to the vertical tracing of the effects of 

semiconductor technology through equipment manufacture to the delivery of 

information services. A comparable study of the role of computers in financial 

and other services as well as manufacturing would complement the telecom¬ 

munications sequence nicely. 
Ultimately, however, studies from currently available data sources cannot 

substitute for the systematic collection of data for quality adjustment of prod- 
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ucts whose technological characteristics are rapidly evolving. For the detailed 

sort of information required to permit the PPI and CPI programs to keep up 

with accelerating technological change, considerably more resources will be 

required both for data collection and for empirical research based on those 

data. Studies such as this, and even those possible with the Census Bureau’s 

Longitudinal Research Data file, can provide only “targeting” information for 

industries where technological change has outrun industrial price measure¬ 

ment programs. Certainly, the semiconductor industry is one such. 
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Appendix 

Table 4A.1 Technological Characteristics of Semiconductors Used for Quality- 

Adjustment, Natural Logarithms (1977 = 0) 

Year 

DRAM Microprocessor 

Density 

Smoothed 

Density 

Indicator 

Word Size 

Smoothed 

Word Size 

Indicator 

1968 -3.38946 -3.46574 -3.22815 -3.46574 

1969 -3.00345 -3.46574 -2.74520 -3.46574 

1970 -2.61980 -3.46574 -2.29332 -2.07944 

1971 -2.23849 -2.07944 - 1.87251 -2.07944 

1972 - 1.85953 -2.07944 - 1.48276 -0.693147 

1973 -1.48292 -2.07944 - 1.12408 -0.693147 

1974 - 1.10867 -0.693147 -0.796460 -0.693147 

1975 -0.736761 -0.693147 -0.499908 0.00000 

1976 -0.367206 -0.693147 -0.234421 0.00000 

1977 0.000000 0.00000 0.000000 0.00000 

1978 0.364855 0.00000 0.203356 0.00000 

1979 0.727360 0.00000 0.375646 0.00000 

1980 1.08751 0.693147 0.516871 0.00000 

1981 1.44532 0.693147 0.627031 0.00000 

1982 1.80077 2.07944 0.706125 0.693147 

1983 2.15388 2.07944 0.754154 0.693147 

1984 2.50463 2.07944 0.771117 0.693147 

1985 2.85303 2.07944 0.757015 0.693147 

1986 3.19908 3.46574 0.711848 1.38629 



148 John R. Norsworthy and Show-Ling Jang 

Table 4A.2 Estimated Tf-anslog Variable Cost Function, U.S. Telephone and 

Telegraph Apparatus Industry (SIC 3661), Quality Adjustment Based 

on Technological Characteristics of Semiconductors 

Coefficient Name Value of Coefficient r-Statistic 

AO 4.27823 2,825.12 

AN 0.185892 179.697 

AM 0.536192 521.608 

AS — 0.162901E-01 - 19.3494 

ALPHA 1.3416 -2,692.00 

ZR 0.64450 3,039.89 

AV 0.790003E-01 47.3942 

ANM — 0.345065E-01 -48.9988 

ANS - 0.408186E-03 -0.895394 

ANV 0.137574 369.008 

AMS — 0.546782E-02 -8.69463 

AMV - 0.374891 E-01 -12.7577 

ASV — 0.408221E-02 -4.20729 

ANN 0.332749E-01 87.7688 

AMM 0.684195E-01 142.557 

ASS — 0.552270E-02 -9.58593 
AVV — 0.444951 E-01 -359.275 
BY 0.720430 1,038.59 
BK - 0.89398 IE-05 -0.0943134 
BEK -0.592812 -2,767.58 
CNK 0.249345E-01 14.6355 
CMK — 0.18721 IE-03 -0.163427 
CSK 0.125610E-01 18.5945 
CVK — 0.265574E-01 - 16.9188 
RL — 0.739801E-01 - 127.501 
RN -0.478550 -706.962 
RM -0.178418 - 140.741 
RS 1.10119 1.541.58 
RV 0.475493 524.840 

LLF = 123.15 

R2 D = W 

Variable cost function 0.9980 

Input demand equations: 
1.0850 

Production workers 0.8607 0.9811 
Nonproduction workers 0.9103 0.9726 
Materials 0.9949 0.9249 
Semiconductors 0.9203 0.3198 
Purchased services 0.9795 0.8463 
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Table 4A.3 Estimated Translog Variable Cost Function, Other Communications 

Equipment (SIC 3662), Quality Adjustment Based on Technological 

Characteristics of Semiconductors 

Coefficient Name Value of Coefficient t-Statistic 

AO 4.96015 115485 

AN 0.267009 512.181 

AM 0.327592 683.261 

AS 0.649659E-01 294.571 

ALPHA 1.3843 -49,596.3 

ZR 0.582204 6,450.42 

AV 0.153946 624.417 

ANM 0.691214E-01 368.229 

ANS 0.475510E-02 -20.2399 

ANV 0.439374E-01 279.605 

AMS 0.773440E-02 - 16.0016 

AMV 0.904379E-01 1,275.38 

ASV 0.937887E-02 -60.5852 

ANN 0.547744E-01 1,616.57 

AMM 0.523390E-01 590.507 

ASS 0.953483E-02 101.642 

AVV 0.796024E-01 1,619.52 

BY 0.964603 40,780.1 

BK 0.141558E-03 32.4336 

BEK 0.401418 -89,902.6 

CNK 0.311857E-01 1,271.62 

CMK 0.185577E-01 206.153 

CSK - 0.257856E-01 -69.4602 

CVK -0.251170E-01 143.386 

LLF = 110.28 

R2 D = W 

Variable cost function 0.9949 1.0850 

Input demand equations: 

Production workers 0.6358 0.9811 

Nonproduction workers 0.9442 0.9726 

Materials 0.9798 0.9249 

Semiconductors 0.9999 0.3198 

Purchased services 0.9963 0.8463 
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Table 4A.4 Estimated Translog Variable Cost Functions, U.S. Computer 

Manufacturing (SIC 3573), Quality Adjustment Based on 

Technological Characteristics of Semiconductors 

Coefficient Name Value of Coefficient r-Statistic 

AO 6.11539 36,859.8 

AN 0.345391 328.308 

AM 0.272393 176.175 

AS 0.402017E-01 45.8208 

ALPHA 1.28181 2,991.85 

ZR 0.830143 585.567 

ZT — 0.629755E-01 -226.155 

AV 0.175130 154.050 

ANM — 0.210291E-01 - 10.2198 

ANS - 0.250516E-01 -30.6193 

ANV 0.189820 275.013 

AMS 0.926313E-02 8.85685 

AMV 0.579878E-01 121.829 

ASV — 0.856720E-02 - 16.5092 

ANN — 0.591376E-01 - 145.826 

AMM — 0.190384E-01 -61.8067 

ASS — 0.533597E-02 - 14.8061 
AVV -0.236525 -2,681.77 

BY 0.468209 121.687 
BK — 0.477556E-01 - 197.401 
BEK — 0.717143E-01 -38.8456 
CNK 0.957002E-01 125.170 
CMK — 0.185323E-01 - 12.7616 
CSK 0.427278E-02 4.47603 
CVK — 0.318193E-01 -39.7112 

LLF = 46.426 

R2 D = W 

Variable cost function 0.9981 1.307 
Input demand equations: 

Production workers 0.9529 1.499 
Nonproduction workers 0.9550 1.250 
Materials 0.9934 1.393 
Semiconductors 0.9957 1.499 
Purchased services 0.9961 1.053 
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Table 4A.5 Own Price Elasticities of Inputs, Quality-Adjustment Models Based 

on Technological Characteristics of Semiconductors,8 (1967-86) 

SIC 3661 SIC 3662 SIC 3573 

Production-worker labor 0.1552 -0.1778 - 1.7692 

Nonproduction-worker labor -3.2001 -3.4818 -2.4502 

Materials -0.6445 - 1.6033 -2.9221 

Semiconductors -106.9720 - 12.9657 -29.1951 

Purchased services -23.0867 - 1.8441 - 12.9602 

“From models reported in tables 4A.2-4A.4. 

Table 4A.6 Coefficients of Quality-Adjustment Function for Semiconductor 

Inputs in Telecommunications Equipment and Computer Industries8 

SIC 3661 SIC 3662 SIC 3573 

Alpha (a) 1.3416 1.3843 1.2818 

DRAM density (Zt) 0.6445 0.5822 0.8301 

Microprocessor word size 0.3555 0.4178 0.1699 

TFP growth (annual from Z') 0.056 

‘The estimated variable cost function does not include the capital input so that we have no way 
of estimating the capital saving associated with improvement in the quality of semiconductors. 
Accordingly, we have assumed no capital saving and reduced the estimated variable factor pro¬ 
ductivity increase in accordance with the share of capital in total cost: about 14.2 percent. 
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Table 4A.7 Semiconductor and Computer Price Indexes after Quality Adjustment (1977 

= 100) 

Quality-Adjusted Prices Based on 

Technological Characteristics of 

Semiconductors Used In: Official 
- Computer 

Year PPI SIC 3661 SIC 3662 SIC 3573 Price Index 

1969 93.54 4,912.9 5,074.5 11,458.3 309.11 

1970 92.29 2,845.1 2,825.0 3,476.1 276.46 

1971 91.46 1,673.0 1,511.2 2,884.0 237.26 

1972 89.99 987.2 934.3 1,539.6 204.36 

1973 91.29 607.1 571.7 866.3 184.93 

1974 99.75 406.5 383.0 528.0 145.77 

1975 101.75 256.8 247.2 300.4 132.75 

1976 100.06 158.1 154.0 170.4 115.72 

1977 100.00 100.0 100.0 100.0 100.00 

1978 99.16 63.4 65.5 59.0 84.78 
1979 100.16 41.4 33.9 36.3 73.21 
1980 107.21 29.0 33.2 23.8 58.84 
1981 106.57 19.0 23.2 15.0 53.78 
1982 103.29 12.3 16.1 9.2 50.08 
1983 109.44 8.8 12.4 6.3 38.61 
1984 113.15 6.2 9.7 4.4 34.30 
1985 112.11 4.2 7.3 2.9 
1986 113.72 3.0 5.7 2.1 
Average annual rate 

of change (%) .47 -17.86 -16.39 -20.76 -5.97 

Table 4A.8 Correlation Matrices for Quality-Adjusted Prices of Semiconductor 

Inputs for Three Using Industries, 1969-86“ (price indices: 
1977 = 1) 

SIC 

Levels Changes 

3661 3662 3573 3661 3662 3573 

3661 1.0 1.0 
3662 0.9996 1.0 0.9993 1.0 
3573 0.9943 0.9969 1.0 0.9947 0.9977 1.0 

Changes are correlated from 1970-86. 
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Table 4A.9 Correlation Matrices for Prices of Semiconductor Inputs before 

Quality Adjustment for Three Using Industries, 1969-86“ (price 

indices: 1977 = 1) 

SIC 

Levels Changes 

3661 3662 3573 3661 3662 3573 

3661 1.0 1.0 

3662 0.9986 1.0 0.9923 1.0 

3573 0.9847 0.9881 1.0 0.9304 0.9309 1.0 

“Changes are correlated from 1970-86. 

Table 4A.10 Technological Characteristics of Semiconductors and Effects on 

Computer Industry Cost, Average Annual Rates of Change,8 Selected 

Periods, 1969-86 

1969-86 1969-73 1973-79 1979-86 

Average change in 

DRAM density 36.4855 38.0132 36.8380 35.3103 

Average change in 

microprocessor word size 20.3355 40.5281 24.9954 4.8028 

Cost effect of 

DRAM density -0.9275 - 1.3886 - 1.0334 -0.5733 

Cost effect of 

microprocessor word size -0.2904 -0.6705 -0.3252 -0.0435 

Average total effect 

of semiconductors -1.2180 -2.0591 - 1.3586 -0.6169 

“Computed by differences in logarithms. 
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5 Measurement of DRAM Prices: 
Technology and Market 
Structure 

Kenneth Flamm 

Semiconductor memory is an example of a good undergoing continuing, rapid 

technological change, with historical price declines even more dramatic than 

in the (now well-documented) case of computers.1 Indeed, declines in the cost 

of memory are most likely a major cause underlying the striking behavior of 
computer prices. 

A twenty-year downward spiral in memory prices came to an abrupt halt in 

1987. For the first time in the recorded history of the chip industry, substantial 

and sustained increases in memory costs were noted in 1987 and 1988. Al¬ 

though the reason for these increases is not the focus of this paper, it is reason¬ 

able to suspect that the negotiation of the Semiconductor Trade Arrangement 

(STA) between the United States and Japan, which became operational in late 

1986, may have catalyzed this abrupt reversal of historical trends (see Flamm 

1989, 1990, 1993). 

This paper was motivated by my difficulties in determining exactly what 

happened to memory prices in 1987 and 1988 and what the probable effect of 

these price increases was on computer systems prices. It is concerned primar¬ 

ily with the task of analyzing price indexes for the computer memory chip 

type that accounts for the vast bulk of the market, the so-called dynamic ran¬ 

dom access memory (DRAM). Existing data on DRAM prices suffer from 

many deficiencies, most of which are detailed below (although not all are 

remedied). Producer price indexes prepared by the Bureau of Labor Statistics 

Kenneth Flamm is a senior fellow at the Brookings Institution, Washington, D.C. 
Without implicating them in his errors, the author thanks Marilyn Manser, Jack Triplett, Ellen 

Dulberger, Philip Webre, Doug Andrey, and Mark Giudice for their useful comments and sugges¬ 
tions and Yuko Iida Frost for very helpful research assistance. The views expressed in this paper 
are the author’s alone and in no way represent those of the officers, trustees, or staff of the Brook¬ 

ings Institution. 
1. For a comprehensive survey and synthesis of studies of computer prices, see Triplett (1989a). 
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(BLS) suffer from critical problems described below and in Dulberger (chap. 

3 in this volume). By default, estimates prepared by the market consulting 

firm Dataquest are the most commonly used source of price data in this indus¬ 

try (they are used by Dulberger and even published in the official Statistical 

Abstract of the United States). 
For this reason, I examine the methodology underlying the Dataquest price 

estimates in some detail in this paper. Rather than rely on the Dataquest fig¬ 

ures, this paper develops new time-series data on DRAM prices from data on 

individual transactions and presents an econometric analysis of pricing prac¬ 

tices within the market that enables us to control for relevant characteristics of 

the product and the transaction. Approximate Fisher Ideal DRAM price in¬ 

dexes using this new data are also constructed; these research price indexes 

may be of use in future work on this important industry. 
I begin with a discussion of the nature of the product, its technology, and 

the industrial organization of the DRAM market. Then follows an examina¬ 

tion of existing data on DRAM pricing and the strengths and weaknesses of 

different statistical sources. This is followed by an econometric analysis of a 

sample of actual DRAM contracts, from which both a price index and some 

suggestive analysis are then extracted. 

5.1 The Product and Its Technology 

Memory chips are the largest single segment in the U.S. semiconductor 

market, accounting for 28 percent of sales in 1989; they accounted for 34 

percent of integrated circuit (IC) consumption.2 The dominant product (with 

almost two-thirds of memory sales) was the DRAM, which by itself ac¬ 

counted for 20 percent of American IC consumption in 1989. 

The first widely used commercial DRAM was the IK memory (K means 

1,024 bits of information), introduced in 1970 by American semiconductor 

companies. A new generation chip (with four times the capacity of the last 

generation) has been introduced approximately every three years since the 
mid-1970s. 

At center stage in the continuing saga of technological improvement in 

DRAMs sits continuing advance in semiconductor manufacturing processes. 

Improvements in fabrication technology have steadily reduced the size of 

electronic circuit elements and stimulated development of fabrication pro¬ 

cesses for novel types of physical microstructures implementing standard 
electronic functions. 

The principal and overwhelmingly important characteristic of a DRAM 

from the point of view of its consumers is its bit capacity, the amount of infor- 

2. These figures are based on U.S. market estimates from Electronics, January 1990. 83. Note 
that only a small fraction of DRAMs consumed are manufactured within the United States; 
DRAMs account for a much smaller share of the value of U.S. production. 
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mation it can hold. The effect of technical improvement is typically measured 

in cost per bit. Greater density would be more desirable even in the absence 

of reduction in bit cost, however, because fewer chips must be interconnected 
within a system, lowering system manufacturing costs. 

Faster access speed is also of importance to users but, like manufacturing 

cost per bit, is highly correlated with circuit density over the long run. Higher 

density parts are generally considerably faster than older parts; the shorter 

lengths of connections between circuit elements improve speed. 

DRAMs are generally designed with some “standard,” average speed spec¬ 

ification in mind. Typically, the result of the fabrication process is a bell¬ 

shaped distribution around the specified speed, at which the chips perform 

adequately. The chips residing in the left tail of the distribution are identified 

through testing; those not meeting the design specifications have their speed 
ratings reduced and are sold at a discount. 

As fabrication technology continuously improves, chip size is shrunk. 

Three or more such “die shrinks” may typically occur over the life cycle of a 

given capacity DRAM within a single company. A desirable side effect of 

incrementally smaller chips is gradually improved speed. Thus, the speed of 

the “standard” 256K DRAM produced by most manufacturers went from 150 

to 120 nanosecond (ns) access time over the period 1987-88, the result of die 

shrinks. Even improvements in manufacturing processes for an existing de¬ 

sign have often been associated with changes in product specifications large 

enough to lead to reclassification as new product types. 

Chips also use power, and lower power consumption is desirable. It means 

less costly power supplies, and costs for heat dissipation, within systems that 

use chips. Beginning with the 64K generation, a lower-power chip technology 

known as CMOS (complementary metal-oxide semiconductor) gradually be¬ 

gan to displace an older technology (known as NMOS [n-channel metal-oxide 

semiconductor]) in DRAM manufacture. The introduction of the 1M (for 

megabit, 1,024K) DRAM marked the almost complete displacement of 

NMOS by CMOS technology in DRAM manufacture, so power consumption 

is rarely an important factor in selection among current generation chips. 

Because improvements in virtually all the desirable characteristics of 

DRAMs have been positively correlated with lower bit cost, cost per bit can 

probably be regarded as an upper bound on a suitably defined index of quality- 

adjusted chip cost. Data presented later in this paper show that, over at least 

some time periods, changes in simple cost per bit, for chips of given memory 

capacity, have not diverged greatly from a superlative DRAM price index ac¬ 

counting for technical improvements in speed and organization as well. 

A crucial point to make is that virtually all technological improvement in 

DRAMs has been embodied in the introduction of distinct and identifiable 

new products, as opposed to more subtle qualitative improvement in existing 

chips. Because of this, construction of a price index that properly identifies 

and accounts for the introduction of new, improved products will also cor- 
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rectly capture the effect of technological advance (and other factors) on the 

cost of that input. 

5.1.1 Product Differentiation 

DRAMs—and other memory chips—have a reputation as the “commod¬ 

ity” product par excellence within the semiconductor industry: a high- 

volume, standardized good, with almost perfect substitution among different 

manufacturers’ offerings the norm. Chips from different manufacturers use the 

same array of package types, pins, and have many common minimal technical 

specifications. They mainly use the same speed classifications (rated in nano¬ 

seconds average access time to a bit). Products with appropriate specifications 

from different manufacturers may be substituted within a given piece of equip¬ 

ment. Although DRAMs are in this sense a “commodity” product, the actual 

physical design of the chip’s internal structures and many subtle aspects of its 

performance vary by manufacturer. 
Because of subtle but important variation across producers in DRAM elec¬ 

trical and physical performance parameters, large manufacturers typically put 

a device through an extensive and expensive qualification process.3 Some re¬ 

testing is required every time the manufacturing process for a chip is changed. 

These costs provide an important economic incentive for systems manufactur¬ 

ers to limit the number of qualified suppliers for a particular application. 

Quality standards maintained by a manufacturer reduce the need to test com¬ 

ponents after purchase, and DRAMs are generally shipped to large customers 

in boxes with quality seals to guarantee factory-set standards (physical han¬ 

dling of chips is a major cause of failure or degradation). Purchasing chips 

from a new supplier, or outside manufacturer-controlled sales channels,4 will 

generally lead to expensive additional testing. 

Until recent years, DRAM manufacturers did not differentiate their prod¬ 

ucts much in any dimensions other than speed and quality/reliability. This 

began to change in a significant way with the 64K generation of DRAMs, first 

shipped in 1979 (see Flaherty and Huang 1988, 12). The organization 

of chips (the way in which memory is accessed) began to diversify: a 1M 

DRAM, for example, may now be purchased in 1M X 1 or 256K X 4 con¬ 

figurations. New, specialized addressing structures were increasingly offered.5 

And specialized, proprietary DRAM designs with application-specific fea¬ 

tures became increasingly common: line buffers for television and video use, 

3. Merely qualifying and testing a second source for a part already in use was estimated by one 
industry source to cost $120,000. Qualification costs were large enough to prompt at least one 
group of relatively large computer manufacturers to form a cooperative chip qualification joint 
venture, in order to pool these costs. Within the electronics purchasing community, talk of the 
economic pressure to reduce the number of suppliers is a staple of everyday conversation. 

4. Unless, as sometimes happens, the chips can be purchased in boxes with the original factory 
quality seals intact. 

5. Manufacturers of DRAMs now typically offer products with “page,” “fast page,” “nibble,” 
and “static column” addressing modes. 
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multiple-ported buffers for computer graphics applications, bidirectional data 

buffers. Finally, a bewildering alphabet soup of package types is now used to 

encase a finished DRAM. There are many types of single-chip plastic casing 

for DRAMs,6 ceramic cases, and various kinds of multichip memory module 
packages. 

Organization, addressing structures, and application-specific designs mark 

off substantially different products. Although they may be created on the same 

production line, different tooling, fabrication steps, and manufacturing prob¬ 

lems characterize these products. Packaging, on the other hand, can probably 

be regarded as a nonessential difference among chips. At a relatively late stage 

in the fabrication process, decisions can be made to change the mix of pack¬ 

ages used for the product. Indeed, competition among manufacturers works 

to drive costs for a DRAM toward the market price for that DRAM in the 

standard plastic case, plus some incremental add-on reflecting the cost to the 

producer of additional packaging options. If demand for a single specific 

package type exceeds supply, pushing price up, manufacturers can easily 

switch output to that package type quite late in the production process. 

Note that the relative prices of DRAMs of varying sizes and organizations 

are quite volatile and do not seem to be linked by a particularly stable relation, 

even within the course of a single year. In particular, faster parts are typically 

introduced at a substantial premium relative to lower-speed components; this 

premium rapidly erodes over time, however, as the mix of output shifts toward 

faster chips, for reasons discussed next. Figure 5.1 shows the retail prices of 

various DRAMs relative to a garden variety 265K x 1, 120 ns part, as re¬ 

ported in advertisements by one Los Angeles-area mail-order vendor over the 

course of a year.7 Relative prices fluctuated quite a lot (note the rapid erosion 

in fast 60 ns 256K x 1 and 80 ns 64K x 4 chip prices relative to more ma¬ 

ture products). 

5.2 Industrial Organization of the DRAM Market 

Different classes of consumers purchase DRAMs through different sets of 

marketing channels. The distinctions are important: over the last half decade, 

price movements in each of these distinct market segments have varied 

greatly. Government policies seem to have accentuated these differences and 

created sharp regional (i.e., the United States, Europe, Japan, Asia, etc.) 

price differentials in what seems to have been a previously well-integrated 

6. The most common was the familiar dual in-line pin (DIP), but there is also the single in-line 
pin package (SIPP), the zig-zag-in-line pin (ZIP), the small outline J-leaded (SOJ) case, and the 

plastic-leaded chip carrier (PLCC). 
7. The vendor is L. A. Trade, and the source for these prices is the publication Computer Shop¬ 

per. Scrutiny of dated advertisements elsewhere in this publication suggests a two-month lag 
between submission of advertising copy and the month of publication for the magazine. The prices 
shown here are assigned to their inferred submission dates. 
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DRAM (Organization, Speed in ns): 

256 X 1, 100 — 1— 256 x 1,80 256x1,60 

—B— 64x4, 120 <- 64x4, 100 -A- 64x4, 80 

Fig. 5.1 Relative DRAM prices 

market. Finally, user-supplier relations appear to play an important but poorly 

understood role in determining market prices for DRAMs. 

5.2.1 Market Organization 

There are three basic purchasing channels linking the supplier with users of 

ICs. First, large electronic equipment manufacturers (so-called OEMs, origi¬ 

nal equipment manufacturers) who purchase large volumes of product deal 

directly with chip manufacturers. Transactions in this market are generally 

labeled contract pricing. It is not unknown for OEMs to contract for large 

purchase volumes in order to qualify for volume pricing discounts, then resell 
the surplus over their actual needs to brokers. 

Second, chip manufacturers maintain a formal distribution network through 

authorized distributors” to service lower-volume customers. Chip manufac¬ 

turers warrant the product distributed through this channel and often play an 

important role in the technical support and quality assurance programs olfered 

to the customers. Given the historical fact of a continuous yet relatively vola¬ 

tile decline in chip prices, manufacturers have historically olfered their autho¬ 

rized U.S. distributors “price protection,” the assurance that distributors low¬ 

ering their sales prices to meet market competition will receive a credit 

reflecting the difference between the distributor’s purchase price and the lower 

sales price to the final consumer. The risk related to price uncertainty is then 
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assumed by the chip manufacturer. Pricing generally seems to be on a spot 

basis, although there can be a substantial lead time between orders and deliv¬ 

eries in times of buoyant demand, and distributor prices take on a “contract” 
aspect. 

Finally, there is the so-called grey, or spot, market. Independent distribu¬ 

tors, brokers, and speculators buy and sell lots of chips for immediate deliv¬ 

ery. There is also a significant retail market selling directly to computer resell¬ 

ers and users wishing to upgrade computer systems or replace defective parts. 

Supplies of chips on the American grey market come from chip manufactur¬ 

ers, OEMs, and authorized distributors selling their excess inventories and 

also from Japanese trading companies and wholesalers purchasing directly 

from Japanese DRAM manufacturers (see, e.g., USITC 1986, A-12). Grey 

market product is not warranted by the manufacturer and has frequently been 

subjected to unknown handling and quality assurance procedures. 

In 1985, U.S. industry sources estimated that authorized distributors ac¬ 

counted for about 30 percent of chip manufacturers’ DRAM sales (USITC 

1985, A10-A11). Since grey market sales are often resales of product origi¬ 

nally sold through OEM contracts or authorized distributors and double count 

chips flowing into the grey channel from sources other than chip manufactur¬ 

ers, one must be careful in calculating the share of these different channels 

in sales to final users. One 1985 estimate held that 20 percent of “the mar¬ 

ket” (presumably, end users) is accounted for by the grey channel in times of 
shortage. 

This is roughly in sync with more recent estimates. In early 1989, one in¬ 

dustry source estimated that perhaps 70 percent of DRAM sales were “con¬ 

tract” sales made directly by producers to large users, 15 percent went to final 

users through authorized distributors, and an additional 15 percent went 
through the grey market.8 

5.2.2 Government Policy and Regional Segmentation of the Market 

A final factor complicating discussion of DRAM prices was the appearance 

of significant regional price differentials in 1987 and 1988, after the signing 
of the STA. In response to the STA, the U.S. and Japanese governments began 

to set floor prices for export sales of DRAMs by Japanese companies. Initially, 

different standards were set for sales to the U.S. market and other (“third- 

country”) export markets; after U.S. protests, the systems were later unified. 

(In response to European protests, the pricing guidelines were separated again 

in 1989.) 

Regulation of Japanese export sales ultimately involved four elements. 

First, an export licensing system was adopted. This system required de facto 

government approval of the export price, which was to be set above minimum 

8. The estimate is that of Don Bell, of Bell Microproducts Inc., whom I thank for spending the 
morning of 16 February 1989 attempting to educate me in the intricacies of the DRAM market. 
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norms established by Japan’s Ministry of International Trade and Industry 

(MITI). Second, foreign purchasers of Japanese chips were required to regis¬ 

ter with MITI. Third, all export transactions required a certificate provided by 

the original chip manufacturer attesting to the fact that the chips in question 

were actually manufactured by that producer. Fourth, MITI established infor¬ 

mal regional allocation guidelines to ensure that supplies were not diverted 

from one export market to favor another. 
By most accounts, MITI’s guidance was quite effective in setting minimum 

pricing standards for Japanese DRAM manufacturers’ direct export sales. 

(Because Japanese manufacturers were by this time responsible for between 

80 and 90 percent of world DRAM sales, this effectively worked as a floor on 

price in the global market.) The intent of the second and third elements was 

clearly to reduce access by foreign purchasers to Japanese grey market chan¬ 

nels not under the direct supervision and control of Japanese chip manufactur¬ 

ers. Predictably, prices in the unregulated Japanese market soon dropped be¬ 

low foreign export prices. In 1988, articles in the Japanese business press (see 

the references to them in Flamm [1993]) suggested that the differential be¬ 

tween domestic and export pricing was quite large. 

5.3 Historical Data on DRAM Prices: A Review and Comparison 

At a relatively aggregate level of detail, BLS publishes matched-model pro¬ 

ducer price indexes for integrated circuits, including an estimated index for 

MOS memory. It is obvious to all those familiar with pricing behavior in the 

industry, however, that the BLS price indexes grossly underestimate price de¬ 

clines in entire classes of semiconductor products subject to rapid technologi¬ 

cal change, such as memory chips. (For example, the BLS producer price 

index for MOS memory ICs declines by about 50 percent over the five-year 

period from June 1981 to June 1986, implying an annual rate of price decline 

of only 13 percent.) 

The most significant reason for this bias is probably the infrequent updating 

of the sample of products covered and recalibration of their relative weights. 

(Also, in recent years, fierce competition had led many U.S. producers to 

withdraw from producing certain of the products with the steepest price de¬ 

clines, so the slow decline of the BLS IC price indexes may also reflect in part 

a shift in the product mix of U.S. producers toward chips undergoing less 

rapid price declines.) Figure 5.2 sketches out a stylized view of the typical 

price trajectory over time for a new generation of memory chip—very steep 

initial declines, followed by much less rapid decline. Assume, for simplicity, 

that the mix of shipments quickly shifts to the new generation of chip when 

its cost per bit declines below that of the older generation chip, at time 7j, but 

that very small quantities of the older generation chip are shipped for long 

periods afterward. An approximation to an exact price index would then look 

something like line ABC and would catch most of the rapid fall in the initial 



165 Measurement of DRAM Prices: Technology and Market Structure 

Fig. 5.2 Effect of delay in updating price index weights 

stages of the new generation part’s life cycle. Delaying updating of the 

sample, and adjusting weights for a price index, until time T2, as is probably 

the empirical case, would result in the index traced out by line ABD, which 

substantially underestimates the true decline. 

Until the mid-1980s, there is essentially only one published source of his¬ 

torical price data on DRAMs: Dataquest, an American market research firm. 

Dataquest publishes quarterly estimates of DRAM production, by bit capac¬ 

ity, and an aggregate worldwide “average selling price” (ASP) for every ca¬ 

pacity chip then in large-scale production. ASP is a “billing” price; that is, it 

reflects bills sent out when product is actually shipped. Because there is often 

a lag between when a sale is negotiated (“booked”) and when product actually 

ships under the agreed terms, current “billing” price was the “booking” price 

in an earlier period when the purchase was negotiated. There are several indi¬ 

cations that the Dataquest ASP estimates have become less reliable in the pe¬ 

riod after 1985.9 
Since 1985, Dataquest ASP estimates have been supplemented by quarterly 

contract booking price data based on a survey conducted elsewhere within the 

Dataquest organization. While the methodology used to construct both sets of 

numbers has apparently never been formalized, or published,10 interviews 

9. Further analysis of price data supporting this statement is available on request from the 

author. 
10. The published methodology for quarterly contract booking prices consists of the following: 

“Dataquest collects price information on a quarterly basis from North American suppliers and 
major buyers of these products. North American bookings price information is analyzed by SUIS 
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with various Dataquest staff members in 1989-90 provided some basic idea 

of the general procedures used at that time to construct these two series. 

Prior to 1985, the Dataquest ASPs were apparently based exclusively on 

“informal inquiries” and “ongoing dialogue” on pricing trends with both pro¬ 

ducers and users of semiconductors. After 1985, when Dataquest began its 

quarterly survey of U.S. booking prices for semiconductor purchasing con¬ 

tracts, these quarterly U.S. booking prices have been the starting point for a 

more systematic estimation procedure for average selling (billing) prices 

worldwide. In essence, the estimation procedure applies considerable judg¬ 

mental input to survey data on U.S. booking (or order) price for a few standard 

parts, in order to derive a very much more detailed worldwide billing (or ship¬ 

ping) price matrix for a much larger number of products, which is then used 

to produce estimates of aggregate revenues, in turn the basis for the ASP esti¬ 

mates." If the numbers fail consistency checks, or if customer feedback sug¬ 

gests that the numbers are inaccurate, or if significant doubts are otherwise 

raised, either the original booking price estimate based on survey data or the 

various pricing structure assumptions used to construct the ASPs, or both, is 

adjusted until “reconciliation” is accomplished. Thus, published Dataquest 

ASPs are a complex hybrid of limited survey data, analyst judgments, and 

informal dialogue with Dataquest’s customers. 

The feedback from manufacturers and users may very well serve to improve 

these estimates of average quarterly billing prices. Comparable numbers are 

readily available within most chip producers’ sales and chip consumers' pur¬ 

chasing departments. For this reason, the aggregate billing price estimates are 

probably more accurate than the quarterly booking price data, despite the fact 

that the latter, not the former, are what is actually measured in Dataquest sur¬ 
veys. 

The quarterly price survey (of U.S. booking prices), apparently the only 

semiformal survey instrument used by Dataquest analysts in constructing their 

worldwide ASPs, is sent to approximately eighty to ninety U.S.-based com¬ 

panies, of which approximately 60 percent are manufacturers and 40 percent 

users. It covered 140 different types of parts in 1989 (of which a very small 

[Semiconductor User Information Service] analysts for consistency and reconciliation. The infor¬ 
mation finally is rationalized with worldwide billings price data in association with product ana¬ 
lysts, resulting in the current forecast” (I thank Mark Giudice, of Dataquest, for providing me 
with this on 11 July 1990). 

11. Conversation with Fred Jones, Dataquest Semiconductor Industry Service, 20 July 1990. 
The bookings price reported by the quarterly survey is “adjusted” to an equivalent billings price 
on the basis of an analyst s estimate of the lag between bookings and billings, the effects of 
ongoing renegotiation of current (and write-downs of backlogged) orders under older contracts, 
and sales to the spot market. Estimates of product mix price differentials are then applied to a 
base billing price to get a price structure for a much larger number of products (other speeds 

other organizations, other packaging) than is covered by the survey. Still more analyst estimates 
and judgments of regional price differentials are combined with detailed estimates of quantities 
shipped by region, then aggregated over regions, to arrive at a worldwide estimate of revenues 
and (after dividing by worldwide shipments) ASPs. 
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number were DRAMs).12 Respondents are asked to provide estimates of their 

average booking price, for given products and volumes. The quarterly book¬ 

ing price estimate is then constructed as a weighted average of these re¬ 

sponses, with weights based on annual aggregate semiconductor production 

by responding producers and the estimated annual aggregate semiconductor 

procurement of surveyed consumers. Conceptually, therefore, it is neither an 

input, nor an output, nor a consumer price index. The survey covers only 
U.S.-based suppliers and purchasers. 

Apparently in response to the creation of the “monitoring” system asso¬ 

ciated with the STA in 1986, price floors, and significant regional price differ¬ 

entials, Dataquest began a new program reporting regional contract pricing 

for a sample of twenty-five semiconductor components, on a biweekly basis. 

These data (the “Dataquest Monday Report”) are based on a survey of six to 

ten respondents, primarily chip manufacturers, in each of six geographic re¬ 

gions.13 For DRAMs, the survey asks for the current contract price negotiated 

in three different volumes: 1,000, 10,000, and volume (over 100,000).14 If 

producers have not concluded any contracts for a particular volume, they are 

asked to estimate the price that would have been negotiated on a contract of 

that size. Japanese producers do not report a contract price, and Japanese price 

data refer to “large volume wholesale” prices. 

The data discussed thus far have largely ignored DRAMs sold by distribu¬ 

tors and in the spot market. This misses an important dimension of the change 

in market conditions after the signing of the STA. To remedy this situation, I 

have constructed time series showing retail spot prices for memory chips, be¬ 

ginning in the spring of 1985. To do so, I collected weekly data on sales prices 

by one of the largest retail vendors of memory chips in the United States.15 

The advertised prices are dated (an important point since there is typically a 

substantial lag between the submission of advertising copy and its publica¬ 

tion). Contacts with this vendor have also made it clear to me that these are 

real prices; that is, in-stock product is actually available at these prices. The 

contrast with contract prices is striking: spot retail prices for 256K DRAMs 

quadrupled between early 1987 and early 1988, while U.S. contract prices (as 

measured by the Dataquest Monday series) merely increased by 60 percent! 

The conclusion that emerges from a comparison of the bits and pieces of 

information available on DRAM pricing is that, prior to 1985, various avail¬ 

able price series are roughly consistent and tend to move relatively closely 

together. Significant regional differentials were not important. All this 

changed after 1987; it became much more important to disaggregate by sales 

12. By the spring of 1990, the survey had been expanded to cover 211 types of parts. 
13. I thank Mark Giudice, of Dataquest, who, in various conversations in 1989 and 1990, 

provided the description of the Dataquest Monday Report Survey given here. 
14. In some published Dataquest reports, it is stated that “volume” prices mean greater than 

20,000 parts, not 100,000; the definition of volume for DRAMs is apparently an exception to this 

rule. 
15. A detailed analysis of these data may be found in Flamm (1993). 
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channel and region in tracking DRAM prices actually faced by users. For 

example, assume that the grey market accounted for 15 percent of consump¬ 

tion by volume and 25 percent of consumption by value in some base year. If 

grey market sales prices quadruple (to construct a not-so-hypothetical ex¬ 

ample) while prices in other sales channels merely double, the increased cost 

to chip consumers will be about 25 percent greater than what is shown by a 

price index based solely on sales through non-grey market channels! 

5.4 The Economic Role of Contract Pricing 

Given that perhaps 70 percent of DRAM sales are initially made as direct 

“contract” sales to large users, it is useful to examine the nature of these con¬ 

tracts in detail. An econometric analysis of contract prices will permit one to 

control for detailed characteristics of DRAMs and DRAM contracts and more 

accurately measure a “quality-adjusted” price for DRAMs. The analysis will 

be applied in constructing Fisher Ideal price indexes in the next section of this 

paper. 
Typically, “contract” sales are commitments to supply some quantity of 

parts, at some specified price, beginning at one future date, and ending at 

another future date. However, they rarely seem to be legally binding commit¬ 

ments. The prices specified in these long-term contracts generally appear to 

hold when shipments under the contract begin but often do not persist over the 

life of the contract. Many contracts contain explicit provisions for renegotia¬ 

tion of price downward, at the purchaser’s option, in response to changing 

market conditions; purchasers also successfully demand downward price ad¬ 

justments even when no such provision is explicitly made.16 

Furthermore, because the system of price floors for DRAMs put into place 

by the U.S. Commerce Department in 1986 specified that the prevailing floor 

price at the time a legally binding contract was drawn up and signed remained 

in force throughout the life of the contract, despite expected future declines in 

DRAM prices, there was an additional disincentive to producing a formal, 

legally binding document. On the other hand, suppliers generally seem to 

respect contract prices as a de facto ceiling on prices charged their customers 

(although, during the unprecedented increase in memory chip prices of 1987— 

88, some purchasers apparently did face cancellation or reduction of pre¬ 
scribed contract volumes at the negotiated price). 

If contract prices are generally not legally or practically binding much be¬ 

yond the original beginning date for the contract, what then is the purpose of 

entering into one of these informal, “handshake” commitments? Interviews 

with OEM purchasing managers suggest that assuring the quantity of DRAMs 

16. An interesting compendium of DRAM contract “horror” stories—users and producers re¬ 
pudiating oral and written price commitments in response to changing market conditions—may 
be found in USITC (1986, A-75-A-82). 
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to be purchased from suppliers is the major objective of these arrangements. 

In fact, purchasers frequently suggest that the critical issue in times of extreme 

shortage is not necessarily pricing but getting adequate supplies. Spot market 

purchases may create other significant costs for the chip consumer that extend 

beyond the purchase price. Additional qualification costs or extensive addi¬ 

tional testing may be required for purchases from new sources or grey market 
suppliers. 

Producers of DRAMs face a different logic. Significant “learning-curve” 

effects lead to a sharp increase in the output of any given initial investment in 

DRAM production capacity over the product life cycle of that generation of 

DRAM. Producers must be concerned about volatility in demand for the in¬ 

creasing quantities of DRAMs that will be flowing off of existing fabrication 

lines in future periods. Quantity commitments lock purchasers into deliveries 

of a given producer’s output and reduce the odds that large volumes of chips 

emerging from ever more productive factories will have to be liquidated in the 
grey market. 

My working hypothesis, then, is that long-term chip contracts represent the 

marriage of quantity commitments to a forward price in force at the beginning 

of the contract. Over the remaining life of the contract, however, contract 

buyers seem to enjoy something like the “price protection” offered to distrib¬ 
utors. 

5.4.1 Econometric Analysis of Contract Pricing 

I collected confidential data on OEM DRAM contracts covering the period 

1985-89 from industry sources. The data are drawn from contracts negotiated 

by a small number of European and North American electronic equipment 

OEMs; the bulk of the reported contracts refer to purchases by European 

users. Characteristics of the contracts that were collected include negotiation 

date, start date for shipments, period over which shipments are to be deliv¬ 

ered, total quantity commitments over this period, contract price, nationalities 

of chip vendors (American, European, Korean, and Japanese) and purchasers, 

chip organization and packaging, and chip speed (access time). After discard¬ 

ing contracts for which speed measures were unavailable (or covering parts 

with a mixture of speeds), parts that used packages other than plastic dual in¬ 

line pin (DIP), plastic-leaded chip carrier (PLCC, in the case of 256K 

DRAMs only) and small outline cases (SO, in the case of 1M DRAMs only),17 

and chips with relatively uncommon organization,18 a sample of 83 agree¬ 

ments for 64K DRAMs, 174 for 256K DRAMs, and 128 for 1M DRAMs 

remained. A growing variety of chip organizations and packaging in this 

17. These involved a small number of observations divided among a relatively large group of 
other packages. Only 256K DRAMs with access times of 120 ns, or faster, were packaged in 

PLCC cases in the contracts in this sample. 
18. Chip organizations other than 64K X 1, 256K X 1, 1M x 1, or 256K x 4 (the latter 

two are 1M DRAM types) appeared only in a relatively small number of contracts in my sample. 
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sample, with each new generation of DRAM, confirms my earlier observa¬ 

tions about increasing product differentiation in the DRAM market. 
I examined the distribution of these contracts by lead time (months from 

negotiation date to start date) and length (duration of contract, months from 

start date to end date). It was readily apparent that the vast bulk of these con¬ 

tracts begin with a very short period after their negotiation. The contract 

lengths cluster around three-, six-, and twelve-months’ duration. More than 

40 percent of the contracts for 64K and 256K DRAMS and 29 percent of those 

for 1M DRAMs could be considered “spot”: shipments were scheduled to 

begin in the month they were negotiated. A large but smaller fraction (38 

percent of the 1M, 28 percent of the 256K, 14 percent of the 64K) were to 

begin in the month following the contract’s negotiation. All remaining con¬ 

tracts began within two to six months for 64K parts; 2 percent of 256K DRAM 

and 7 percent of 1M DRAM contracts began more than six months later. 

The distributions for 64K and 256K DRAM agreements before and after 

September 1986 suggest that contracts negotiated after that date tended to 

have longer lead times and to last longer. A formal chi-square test comparing 

pre- and post-STA distributions generally confirmed these casual impres¬ 

sions.19 (But note that the period prior to the signing of the STA was one in 

which markets saw abundant supplies and generally declining prices, while 

1987 and 1988 were generally marked by firm or rising prices and tightening 

supplies.) 
My analysis treats observed prices as being derived from some “base” mar¬ 

ket price for a standard DRAM in a plastic DIP case, corrected for the incre¬ 

mental costs of more complex packaging (recall the discussion of “packaging 

arbitrage” above). Discussions with electronics purchasing personnel suggest 

that this is, indeed, how price is conceptualized when contracts are negotiated 

(i.e., projections of the prevailing prices for the “base” product are added to 

the cost of specialized packaging). Quantity discounts (presumably reflecting 

fixed selling costs) and vendor nationality effects (which may reflect percep¬ 

tions of quality by chip consumers or distinctive sales strategies by groups of 

firms) will also be considered as possible reasons for deviation from prevail¬ 

ing “base” DRAM prices. Prices paid by European and American customers 

will also be permitted to differ in the statistical analysis, in order to test for the 

apparently increasing regional segmentation of DRAM markets after 1986. 

Specification of the determinants of this “base” price is the subject to which I 
next turn. 

5.4.2 An Econometric Model of Forward Pricing in DRAMs 

My starting point is the notion that these “contract” prices are forward 

prices, reflecting expectations at the negotiation date for spot DRAM prices at 

19. Rejecting a null hypothesis of no change at the 5 percent level, I conclude that both lead 
times and lengths of contracts signed for the newer 256K DRAMs seem to have increased after 
the STA was signed, while lead times increased for more mature 64K chips (but I did not reject 
the hypothesis of no change in the distribution of lengths). 
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the start date for the contract. The 40 percent of contracts that start immedi¬ 

ately are true ‘spot ’ prices. If these contract prices were truly binding over 

the life of the contract, then one would further expect this price to decline 

with contract length, in a regime of falling DRAM prices, since the fixed price 

would have to be adjusted down to leave a purchaser indifferent between a 

longer contract and a sequence of shorter-term forward contracts. (The oppo¬ 

site, of course, would occur in a regime of rising DRAM prices.) Length of 

contract has been included as an explanatory variable in order to test the null 

hypothesis that contract length plays no significant role in price determina¬ 

tion, in accordance with the a priori perception that initial contract price is 

generally renegotiated as soon as there are significant reductions in DRAM 
prices. 

My approach is borrowed from the literature on futures prices.20 The basic 
identity is 

d) f: = e\ps\ + 
where f\ is forward price at time r for period v, E\Ps] is the expectation— 

conditional on information available at time r—of spot price in period v, and 

is defined as bias, the difference between forward price and expected spot 
price. 

If the forward price is “unbiased,” then the £ term will be zero. On the other 

hand, a risk-averse speculator requires a positive return to buy forward con¬ 

tracts and accept the risk associated with uncertainty about future prices, so 

the ^ term may be negative. The latter situation was described by Keynes as 

his theory of “normal backwardation.” Whether future prices generally are 

unbiased, or exhibit normal backwardation, or possibly even a positive bias, 

is the subject of heated debate and will be treated as an empirical question in 
what follows.21 

At a minimum, I shall assume that, for any generation of chip, market par¬ 

ticipants’ expectations about supply and demand fluctuations are generated by 

some “model” that remains constant over the product life cycle of that chip 

and that a fixed stationary term structure of forward contract prices prevails, 

that is, that the bias term in equation (1) is given by a function of delivery lead 

time, s — r (aside from random, mean zero disturbances). This means that 

we can rewrite (1) as 

(2) fs = Er[Ps] + i(s - r). 

Deviations of forward prices from expected spot price at delivery are given by 

a set of constants, with exactly one corresponding to each possible value of 

lead time to delivery. 

20. The primary distinction between a futures price and a forward price is that the futures 
market is relatively large and well organized, with a high degree of standardization of contracts 
and commodities, well-refined tools and procedures to make contracts legally enforceable, and 
government regulation of trading behavior. 

21. For a spectrum of different approaches to this issue, see Chari and Jagannathan (1990), 
Stein (1987, chaps. 1,2), Newbery (1987), Houthakker (1987), and Williams (1986). 
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As an alternative approach to specification, we start with Stein s model of 

futures markets (see Stein 1987, chap. 2). Bias is proportional to the condi¬ 

tional (at time r) variance of spot price at delivery time s, Vr [PJ: 

(3) f: = Er[/g 
WJ 

with h representing net hedging pressure (the excess supply of forward con¬ 

tracts were forward price set equal to the expected future spot price), and u a 

function of such market characteristics as degree of risk aversion and relative 

numbers and types of different classes of market participants.22 The latter can 

reasonably be taken as relatively constant; the behavior of net hedging (as 

measured empirically in traditional commodities future markets) has also not 

been particularly volatile (Stein 1987, 63). In what follows, I assume that, 

over the relatively short time periods examined in this paper, the hedging pres¬ 

sure h can be taken as randomly varying around some fixed mean H, that is, 

(4) h, — H + T)„ 

with the ti( i.i.d., mean zero random disturbances. 

If we then take the additional step of assuming that conditional variance 

Vr[P^ is approximately proportional23 to s — r, lead time (with constant of 

proportionality a2), we then have 

(5) frs = E\Ps] + b(s - r) - ^(s - >X, 

with b = —H(j2lu.2A 

If forward prices are unbiased, b is zero; if they exhibit normal backwarda¬ 

tion, b is negative. This specification effectively imposes a series of linear 

constraints on the less restrictive specification of a fixed, stationary term 

structure of forward contract prices set out in equation (2), that is, that 

£,(s — r) = b(s — r), and can therefore be tested.25 

To actually estimate (5), we may add on a mean zero random disturbance 

term, vr, and (incorporating [4]) rewrite it as 

22. Other approaches to modeling futures prices can also yield a bias in forward price propor¬ 
tional to the conditional variance of price (see Newbery and Stiglitz 1981, chap .13; and Newbery 
1987, 445). 

23. Because V\Pr] must equal zero, I have constrained the intercept of a linear approximation 
to equal zero. 

24. Or, with a deterministic supply and price given by adding permanent random shocks onto a 
deterministic inverse demand function, a conditional variance Vr[PJ proportional to s — r can be 
explicitly derived. 

25. That is, if the coefficient of the lead time dummy variable for a contract with a two-month 
lead time is constrained to equal two times the coefficient of the dummy variable for a contract 
with a one-month lead time, the coefficient of the dummy variable for a three-month lead time is 
constrained to equal three times the coefficient of the dummy variable for a contract with a one- 
month lead time, etc., we produce specification (5). 
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r . ct2(5 — r)in 
(6) f: = ps + b(s - r) + {,Er[Ps} - p}---- + Vr. 

Assuming rational expectations, the expression in braces will on average 

equal zero, and we might wish to incorporate it, and all terms to its right, into 

a random disturbance term and not explicitly model the formation of expec¬ 

tations. However, the difference between conditional expectations and their 

future realization (the expression in braces in [6]), which becomes part of the 

error term in a regression equation, will generally be correlated with Ps and 

therefore calls for more complex estimation strategies. My approach will be 

to use instrumental variables. Note as well that the random disturbance term 

in (6) is explicitly heteroskedastic. 
I do not actually have data on spot prices for large user contracts; however, 

I did construct the time-series data on spot retail prices in the United States 

described earlier. Large-volume U.S. spot contract prices were assumed to be 

related to U.S. retail spot prices by the relation 

(7) Ps = c + dRs, 

where Rs is retail spot price at time 5. The presumed constancy of this relation 

in the U.S. market can be used to identify changes in price differentials be¬ 

tween U.S. and European markets, with the use of appropriate dummy vari¬ 

ables (i.e., shifts in parameter c), even if no U.S. contract data are actually 

available, in a sample composed exclusively of European contracts. If any 

U.S. contracts are available in the sample, actual differentials (distinct levels 

for the United States and Europe), as well as changes over time, are identified 

when (7) is substituted into (6). Thus, even if data on U.S. contract data are 

unavailable over periods when price differentials between the United States 

and Europe are believed to have changed, we can still check for such changes 

by regressing European contract prices on U.S. retail spot prices. 
Finally, note that the semiconductor industry habitually analyzes its prices 

on diagrams with logarithmic scales. I shall regard contract prices, and mod¬ 

els of pricing, as being set and analyzed in the logs of prices and will under¬ 

take the econometric analysis of chip prices using logarithmic functional 

forms. In equations (1)—(7), then,/, P, and R should be read as the logarithms 

of the respective prices; the analysis is otherwise unchanged. 

5.4.3 Estimation 

The model to be estimated, which relates forward prices, by delivery date, 

to actual spot prices on that delivery date, assumes DRAM base price is de¬ 

scribed by (7) and (6), modified to take into account possible economies of 

scale in purchasing, costs of special packaging, and possible price differen¬ 

tials specific to producer and consumer geographic region. This specification 

is given by 
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(8) ln(/9 = Po + 3, In(0) + P2(J - r) + P3 Length + P4 ln(Rs) 

+ P5 Package + 2 P* ven* + 2 P/ eurt, + M> 
k 1 

with u a statistical disturbance term, and Q purchase volume in thousand 

units. “Package” is a dummy variable for specialty packaging (PLCC for 

256K DRAMs, small outline for 1M DRAMs); “ven” are dummy variables 

that denote Korean, European, and American vendors (expressing price dif¬ 

ferentials as deviations from the price quoted by a Japanese vendor); and 

“eurt” are dummy variables introduced to measure differentials in prices paid 

by European consumers (relative to the North American market) over discrete 

periods of time. Retail spot prices lagged n periods and earlier were used to 

instrument Rs, with n chosen to exceed the maximum lead time (s — r) before 

a contract began in the actual sample (to ensure that all instruments precede 

Rr and can reasonably be regarded as predetermined). 

Because the retail spot price series were constructed for only a single speed 

of DRAM for each density of chip, and because earlier analysis suggested that 

price changes over time varied substantially by speed of chip for any given 

density, analysis was restricted to those contracts for which U.S. retail spot 

price data relating to the appropriate speed had been constructed. Results are 
organized and discussed by chip density. 

256K DRAMs 

Because time-series data were constructed only for retail spot prices for 120 

ns, 256K x 1 DRAMs (extended back to 1984 by linking to the International 

Trade Commission spot 256K DRAM price data), a subset of eighty-seven 

contracts covering 120 ns DRAMs, in DIP and PLCC packages, was used to 

estimate equation (8). The limited availability of historical time-series data on 

monthly spot prices meant that sample size was maximized by further restrict¬ 

ing the exercise to contracts with lead times of up to four months (two obser¬ 

vations with seven-month lead times were eliminated from the sample as a 

result), leaving eighty-five observations in the sample. Seventy-nine of the 
contracts were with European customers and six with American chip consum¬ 

ers. Six contracts were with Korean vendors, six with European producers, 

twenty-two with American firms, and the balance with Japanese companies. 

Coefficient estimates and asymptotic standard errors are shown in table 5.1. 

Only instrumental variable estimates are shown, but OLS parameter estimates 

were in all cases quite close to the instrumental variables estimates. Available 

data permitted the use of prices lagged from five to eight months prior to the 

contract start date (since the maximum contract lead time was four months) as 
instruments. 

Examination of the Dataquest regional contract price estimates led me to 

use four dummy variables to capture European price differentials prevailing at 

different contract start dates: EUR, a base Europe-U.S. differential dummy 
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Table 5.1 Econometric Analysis of 256K DRAM Contracts (two-stage least squares 
regression) 

With Contract Length Without Contract Length 

Variable Variable 

Dependent variable LogPRICE LogPRICE 

Mean of dep. var. 1.047 1.047 

SE of regression 0.205 0.205 

No. of observations 85 85 

SD of dep. var. 0.326 0.326 

Sum of sqrd. residuals 3.575 3.575 

Results Corrected for Heteroskedasticity 

Coeff. SE Coeff. SE 

Constant 0.917 0.208* 0.921 0.204* 

LogQUAN -0.0376 0.0237 -0.0374 0.0235 

LENGTH 0.000470 0.00624 

LEAD -0.0364 0.0210*** -0.0363 0.0207*** 

PLCC 0.103 0.0409** 0.104 0.0390* 

LogSPOT 0.282 0.0737* 0.282 0.0717* 

Vendor dummies: 

EURVEN -0.0732 0.0514 -0.0738 0.0525 

KORVEN 0.0791 0.0561 0.0791 0.0559 

USVEN 0.0139 0.0806 0.0138 0.0804 

Time-period dummies: 

EUR -0.147 0.121 -0.148 0.118 

ETA -0.118 0.0704*** -0.116 0.0721 

ETB 0.00116 0.0783 0.00268 0.0815 

ETC 0.170 0.135 0.171 0.135 

HO: No Europe-U.S. price 

differentials: Wald statistic, 

X2(4) = .2208 

♦Reject hypothesis of equality with zero, two-tailed test, 1 percent significance level. 

♦♦Reject hypothesis of equality with zero, two-tailed test, 5 percent significance level. 

♦♦♦Reject hypothesis of equality with zero, two-tailed test, 10 percent significance level 

variable with a value of one for European contracts throughout the sample 

period (August 1985-January 1989), zero elsewhere; ETA, a dummy variable 

with a value of one for European customers during period A (September 

1986-February 1987, the beginning of the STA through the end of a period 

when Dataquest shows European prices somewhat lower than U.S. prices), 

zero in all other cases; ETB, equal to one for European contracts starting over 

March 1987-June 1988 (where the Dataquest data show European and Amer¬ 

ican prices moving more or less together), zero elsewhere; and ETC, equal to 

one when European customers’ contracts started during period C (July 1988- 
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April 1989, when Dataquest showed European prices significantly higher than 

U.S. prices), zero elsewhere. 
An initial specification test did not lead me to reject the null hypothesis of 

linearity in lead time (although not shown, a version of the model correspond¬ 

ing to equation [2]—with an unrestricted term structure, using individual 

monthly lead time dummies—was first estimated).26 Because heteroskedastic 

disturbance terms are a distinct possibility (individual contract sizes ranged 

from five thousand to 8.9 million chips), heteroskedasticity-consistent stan¬ 

dard errors were calculated. 

The coefficient of contract length was quite small and statistically indistin¬ 

guishable from zero at any reasonable significance level. (Two-tailed tests of 

significance were used for all coefficients.) The second half of table 5.1 shows 

the resulting estimates when this hypothesis is maintained; the coefficient es¬ 

timates show virtually no change. 

The coefficient of lead time was negative (suggesting bias in the forward 

price) and statistically significant at the 10 percent level but not at the 5 per¬ 

cent level, with forward price declining 3.6 percent with every additional 

month of lead time before delivery. None of the European price differential 

dummies were statistically distinguishable from zero at these significance lev¬ 

els. Indeed, the point estimates of European price differentials were generally 

negative, except in period C, and most negative in period A, right after the 

signing of the STA. The grossly higher European 256K DRAM prices shown 

by Dataquest data from July 1988 through early 1989 contrast with a much 

smaller estimate of this differential (about 2 percent higher in Europe) within 

my sample of contracts. A Wald test for the hypothesis that there were no price 

differentials between the United States and Europe, before and after the STA. 
does not permit us to reject this conjecture.27 

Quantity discounts do not seem to be a significant factor. The statistically 

insignificant coefficient for units to be shipped suggests that increasing con¬ 

tract volume tenfold produces a roughly 8 percent decline in unit price, a 

modest discount. I interpret this to mean, not that purchase volume is irrele¬ 

vant to pricing, but that the relatively large companies in my sample get the 

benefit of the largest volume discounts based on their overall status as a vol¬ 

ume account, not on the details of individual contract transactions. Plastic- 

leaded chip carrier (PLCC) packaging is associated with a statistically signif¬ 
icant premium. 

My point estimates indicate that Korean producers seem to have charged 8 

percent more for their 256K DRAMs than Japanese vendors over the entire 

period, but the estimated standard error is quite large, and the hypothesis of 

26. The Wald statistic was .0654, with three degrees of freedom; the null hypothesis cannot be 
rejected at any reasonable significance level. 

27. The Wald statistic, with four degrees of freedom, was .221; the null hypothesis cannot be 
rejected at any reasonable significance level. 
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no difference in pricing cannot be rejected at the 5 percent level. American 

and European producers also show pricing differences with Japanese compet¬ 

itors that are statistically insignificant at this level. 

1M DRAMs 

For 1M DRAMs, the retail spot price time series that I have constructed 

covers 1M x 1 chips with 100 ns access times, in DIP packages, and extends 

back to June 1986. Available contract data for these chips in either DIP or 

small outline (SO) packages covered sixty-two observations, with the first two 

beginning in July 1986 and another eight negotiated before June 1987. Sample 

size was maximized by dropping these ten observations and including only the 

subset of fifty-two contracts with lead times under eight months; the first con¬ 

tract in this reduced sample started in June 1987, after the STA had been 

signed. 

Results appear in table 5.2 and are basically similar to those for 256K parts; 

heteroskedasticity-consistent standard errors were again calculated.28 Exami¬ 

nation of the Dataquest regional contract price estimates led me again to con¬ 

struct four dummy variables to capture European price differentials for 1M 

DRAMs at different contract start dates. First, a base Europe-U.S. dummy 

variable for the entire sample period (June 1987-January 1989) was con¬ 

structed. Over most of this post-STA epoch, Dataquest showed European and 

American 1M DRAM prices moving more or less together. Other periods, 

when regional price differentials seem to show up in the Dataquest data, were 

accounted for by constructing additional dummy variables: these included pe¬ 

riod A, June 1987-July 1987 (fragmentary Dataquest data show European 

prices somewhat lower than U.S. prices at the beginning of this period); pe¬ 

riod B, November 1987-January 1988 (where the Dataquest data again show 

European prices falling below American prices); and period C, April 1988— 

October 1988 (when Dataquest showed European prices significantly higher 

than U.S. prices). 
The European price differential dummies for the entire sample period and 

period A were relatively large, negative, and statistically significant at both 

the 5 and the 1 percent levels, while the dummy for period B was small and 

statistically insignificant. The dummy for period C was positive and statisti¬ 

cally significant (at the 5 or 1 percent levels) but would imply that European 

prices were slightly lower over this period. Thus, if one were to accept the 

notion of regional price differentials, European 1M prices generally appear to 

28. As before, only instrumental variable estimates are shown; OLS parameter estimates were 
in all cases relatively close to the instrumental variables estimates. Available data permitted the 
use of prices lagged from eight to eleven months prior to the contract start date as instruments. 
Eleven of the contracts were with American customers, forty-one with European customers. Four 
of the contracts were with Korean chip producers, three with American companies, three with 
European vendors, and the balance were Japanese. Once more, an initial specification did not lead 
to rejection of the null hypothesis of linearity in lead time, at the 5 percent significance level. The 

Wald statistic was . 100, with six degrees of freedom. 
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Table 5.2 Econometric Analysis of 1M DRAM Contracts (two-stage least squares 

regression) 

With Contract Length 

Variable 

Without Contract Length 

Variable 

Dependent variable LogPRICE LogPRICE 

Mean of dep. var. 2.861 2.861 

SE of regression 0.0838 0.0860 

No. of observations 52 52 

SD of dep. var. 0.144 0.144 

Sum of sqrd. residuals 0.365 0.385 

Results Corrected for Heteroskedasticity 

Coeff. SE Coeff. SE 

Constant 2.378 0.377* 2.431 0.343* 
LogQUAN -0.0209 0.0165 -0.0213 0.0165 
LENGTH -0.00724 0.00353** 
LEAD -0.0110 0.00609*** -0.0110 0.00584*** 
SOJ 0.0270 0.0324 0.0345 0.0325 
LogSPOT 0.219 0.109** 0.188 0.0997*** 
Vendor dummies: 

EURVEN -0.0127 0.0366 -0.0162 0.0385 
KORVEN 0.108 0.0521** 0.106 0.0507** 
USVEN 0.0363 0.0243 0.0512 0.0258** 

Time-period dummies: 

ESTA -0.156 0.0482* -0.145 0.0485* 
ETA -0.187 0.0545* -0.219 0.0506* 
ETB 0.00532 0.0375 -0.0133 0.0404 
ETC 0.0946 0.0359* 0.103 0.0325* 

HO: No Europe-U.S. price dif¬ 

ferentials: Wald statistic, 

______X;(4) = .3036 

*Reject hypothesis of equality with zero, two-tailed test, 1 percent significance level. 

Reject hypothesis of equality with zero, two-tailed test, 5 percent significance level. 

***Reject hypothesis of equality with zero, two-tailed test, 10 percent significance level. 

have been somewhat lower than those in the United States and very much 

lower in the summer of 1987. Using a joint test statistic, however, the hypoth¬ 

esis that there were no price differentials throughout the sample period could 
not be rejected.29 

64 K DRAMs 

For 64K DRAMs, the retail spot price time series that I created covers 

64 X 1 chips with 150 ns access times, in DIP packages, goes back to May 

29. The Wald statistic (four degrees of freedom) was .304; one cannot reject at any reasonable 
significance level. 
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1985, and ends in mid-1987. This series was extended back to February 1982 

by linking to data tabulated by the International Trade Commission (ITC) in 

the course of an antidumping investigation; it was extended forward to 1989 

by linking to a wholesale price series based on data found in Nihon Keizai 

Shimbun, converted into dollars at prevailing exchange rates.30 (I judge this 

composite index to be a significantly less accurate indicator of movements in 

the U.S. retail spot market than the series used for 1M and 256K DRAMs, 

and this caveat should be borne in mind when interpreting my results.) Avail¬ 

able data for these chips in DIP packages covered fifty-one contracts, with the 

first one beginning in April 1985 and the last in February 1989. Maximum 

lead time was six months, so I was able to use all observations in this sample. 

Forty-four of the purchasers were European companies, the balance Ameri¬ 

can. Two of the contracts involved vendors who were Korean, three were with 

European producers, eleven dealt with American firms, and the balance were 

with Japanese companies. 

Results are displayed in table 5.3 and again, are basically similar to those 

for 256K DRAMs.31 Available data permitted the use of prices lagged from 

seven to ten months prior to the contract start date as instruments. Since no 

Dataquest regional contract price estimates are available for 64K DRAMs, the 

same four dummy variables used to capture European price differentials for 

256K DRAMs at different contract start dates were used for 64K DRAMs. 

All four European price differential dummies were statistically significant 

at the 10 percent level, and two were statistically significant at the 1 percent 

level. The pattern of differentials associated with these estimates is of Euro¬ 

pean 64K DRAM prices falling almost 20 percent lower than U.S. prices prior 

to the signing of the STA, then gradually rising to a level almost 20 percent 

greater by early 1989. 

Summary 

An econometric analysis of DRAM contract price data for three successive 

generations of memory chips has supported several general propositions. 

First, the simple model of the term structure of forward prices that I am using 

seems quite consistent with these data: formal statistical tests did not reject it, 

and estimated coefficients were largely unaffected by imposition of this set of 

constraints. Second, my a priori suggestion that, beyond the initial purchase 

at the contracted price, these contracts mainly represent quantity commit¬ 

ments is supported by the generally small magnitudes and statistical insig- 

30. Quarterly ITC data for spot-market sales of 64K DRAMs in quantities of under 10,000 
chips were imputed to the middle month of every quarter, and data for the remaining months of 
each quarter were produced by interpolation between these mid-quarter observations. Because my 
retail spot price series began in May 1985, only a small number of observations relied on these 

interpolated ITC data. 
31. As before, an initial specification test leads one not to reject the null hypothesis of linearity 

in lead time, at any reasonable significance level. The Wald statistic was .389, with five degrees 
of freedom. Heteroskedasticity-consistent standard errors were again calculated. 
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Table 5.3 Econometric Analysis of 64K DRAM Contracts (two-stage least squares 

regression) 

With Contract Length 

Variable 

Without Contract Length 

Variable 

Dependent variable LogPRICE LogPRICE 

Mean of dep. var. -0.0191 -0.0191 

SE of regression 0.177 0.178 

No. of observations 51 51 

SD of dep. var. 0.368 0.368 

Sum of sqrd. residuals 1.604 1.610 

Results Corrected for Heteroskedasticity 

Coeff. SE Coeff. SE 

Constant -0.241 0.153 0.232 0.152 

LogQUAN -0.0156 0.0221 -0.0113 0.0206 

LENGTH 0.00669 0.00827 

LEAD -0.0644 0.0185* -0.0671 0.0183* 

LogSPOT 1.248 0.449* 1.359 0.398* 

Vendor dummies: 

EURVEN 0.0343 0.104 0.0466 0.106 
KORVEN 0.313 0.136** 0.332 0.134** 

USVEN -0.0196 0.0722 -0.0293 0.0688 
Time-period dummies: 

EUR -0.205 0.0868** -0.201 0.0868** 
ETA 0.245 0.0698* 0.256 0.0671* 
ETB 0.307 0.0954* 0.294 0.0951* 
ETC 0.449 0.225** 0.390 0.208*** 

HO: No Europe-U.S. price 

differentials: Wald statistic. 

X2(4) = .5392 

* Reject hypothesis of equality with zero, two-tailed test, 1 percent significance level. 

**Reject hypothesis of equality with zero, two-tailed test, 5 percent significance level. 

***Reject hypothesis of equality with zero, two-tailed test, 10 percent significance level 

nificance of the coefficients of contract length as a determinant of contract 
pricing. 

Analysis of price differentials faced by American and European purchasers 

of DRAMs suggested much smaller differentials than had been indicated by 

the Dataquest Monday contract price data, and, overall, I could not reject the 

null hypothesis of no regional differences. The sign of point estimates of these 

differentials was generally consistent with the pattern suggested by Data¬ 
quest’s numbers, however. 

The general pattern that emerged of Korean vendors, selling their product 

at somewhat higher prices is consistent with anecdotal observations by market 
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participants.32 It suggests that Korean producers were following an opportun¬ 

istic pricing strategy focused on short-run rent extraction in marginal demand 

not covered by long-term contracts with other producers, rather than the es¬ 

tablishment of long-term relationships with a stable set of customers. In ef¬ 

fect, in a period of scarcity, the Korean producers may have charged a higher 

price than the long-term contract price, approaching the spot grey market 

price, while, in a period of glut, the Koreans would charge a lower price, 

again approaching the spot grey market price. Since Korean product in my 

sample was shipped only during periods of relatively tight markets (i.e., after 

1986, through early 1989), this would explain the positive deferential on con¬ 

tracts for Korean product. This analysis is also consistent with the reports in 

the trade press on Korean producer Samsung’s dealing with its American dis¬ 

tributors.33 
In my model, the coefficient of lead time measures the “bias” in forward 

prices. My empirical results supported the presence of “normal backwarda¬ 

tion” in forward contract prices for DRAMs. My point of departure was a 

model in which bias in forward prices serves to compensate purchasers for the 

transfer of risk to them by producers. The rather dramatic decline of the bias 

term from the 64K generation of DRAMs, to the 256K generation, to the 1M 

generation, suggests that the market viewed prices for current generation 

chips as considerably less volatile than previous generations of chips. This, of 

course, was precisely what the administrative pricing guidelines and mecha¬ 

nisms imposed on the DRAM market with the advent of the STA would have 

been expected to accomplish. 

5.5 Improved Price Indexes for DRAMs 

The econometric results presented above can be used to address several of 

the many problems in existing data on DRAM prices surveyed earlier. Leav¬ 

ing aside data and sampling issues, those problems can be grouped into two 

distinct categories: problems related to product heterogeneity and problems 

related to the aggregation of prices over time. 
This first problem is the variety of products and distribution channels. 

While at one time DRAMs of given density were a relatively homogeneous 

product, the proliferation of organizations, packaging, and speeds has meant 

32. One Korean producer—Samsung—was responsible for the vast majority of Korean DRAM 

sales over the period covered in this sample. 

33. At the peak of the DRAM shortage, in the summer of 1988, Samsung attempted to hike its 

prices to levels that its American distributors protested left them uncompetitive and temporarily 

ended price protection for distributors (see Electronic News, 15 August 1988, 47; 27 February 

1989, 27; 3 April 1989, 35). When prices turned down sharply in early 1990, Samsung shocked 

its American distributors by doing away with the customary “price protection” altogether. Ameri¬ 

can distributors complained bitterly about Samsung’s “broker mentality” (see Electronic News, 22 

January 1990, 34; 5 February 1990, 38; 2 July 1990, 32). 
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that the volume-weighted averages published by industry sources now aggre¬ 

gate over a large variety of different parts, so that changes in product mix 

within a sample—as well as transaction size if there are quantity discounts— 

may produce significant changes in average prices. The existence of multiple 

distribution channels—larger user volume contracts, authorized distributors, 

and grey market brokers—means that shifts among distribution channels may 

also affect average prices in unpredictable ways. 

The second complication stems from the fact that chip sales are often 

embedded in forward contracts, so we can associate a chip sales price with 

both negotiation and delivery dates. From the standpoint of measuring com¬ 

pany revenues or a producer price index, for example, one might choose to 

measure average sales or billing prices, the actual average price received per 

chip shipped in a given period. These are essentially shipment-weighted av¬ 

erages of prices on contracts booked both in the past (subject to some revision) 
and in the current period. 

However, for an economist interested in the cost of chips as an input to the 

production of other products, it may be useful to have some notion of current 

market cost, at the margin, of additional supplies of that input. The current 

“average” booking price will not do; it is actually a weighted average of the 

current market price for spot contract deliveries and expected market prices in 

future periods when deliveries on contracts with future delivery dates will 

begin, further complicated by the possible existence of discounts in pricing 

for future delivery due to “normal backwardation.” An ideal measure of cur¬ 

rent input cost arguably would measure the price of the input for immediate 

delivery only (with booking price equal to billing price) since this is the true 

opportunity cost relevant to a consumer of the product at the moment of use. 

I turn next to the construction of price indexes that address both sets of 

concerns, using the empirical results of the preceding section. Since virtually 

all the technological improvements in DRAMs—in the form of greater den¬ 

sity, novel organizations, smaller power consumption, and faster speeds— 

have been embodied in the introduction of distinctive new product types, deal¬ 

ing in a satisfactory way with the effect of product differentiation is equivalent 
to constructing a quality-adjusted price index for DRAMs. 

5.5.1 Construction of Average Billing Prices 

The first step was to calculate the average sales price for as many distinct 

types of DRAMs as possible, for which contract data were available in relative 

abundance (so a reasonable approximation to a time series could be con¬ 

structed). For 1M and 256K DRAMs, this meant using data for “X 1” orga¬ 

nized chip types of two speeds and “ X 4” organized chip types of one speed, 

in DIP, SO, and PLCC packages. For 64K DRAMs, this meant using data on 

“x 1” organized DRAMs of two distinct speeds, in DIP packages. Alto¬ 

gether, 116 contracts for 1M chips, 196 contracts for 256K chips, and 71 



183 Measurement of DRAM Prices: Technology and Market Structure 

contracts for 64K chips were used to construct quarterly price indexes span¬ 

ning the period from the second quarter of 1985 to the first quarter of 1989.34 

In constructing my price indexes, two adjustments were made to the origi¬ 

nal data, to control for variance in price attributable to quantity and packag¬ 

ing. All prices were adjusted to a quantity 100,000 basis, using the estimated 

coefficients reported in the empirical results above. (Although the estimated 

coefficients for quantity discounts were small and had relatively large standard 

errors, a priori knowledge suggests the existence of some discount.) These 

coefficients were assumed to apply to all chips of the same density, including 

those with speeds and organizations different from those used for the econo¬ 

metric analysis. (A 256K X 4, 100 ns 1M DRAM, e.g., was assumed to face 

the same quantity discount structure as a 1M X 1, 120 ns DRAM.) Also, 

chips packaged in PLCC and SO cases were adjusted to a DIP package basis 

using the coefficients estimated above.35 
It was further assumed that product shipped under a contract was delivered 

at the start of the contract at the negotiated price. (Renegotiation of price was 

assumed to affect only deliveries after this initial delivery.) Thus, for every 

contract, the negotiated price was attributed to the quarter in which product 

was first shipped. Individual contract prices were weighted using total con¬ 

tract quantity divided by the length of the contract (an estimate of average 

monthly delivery volume under the contract), to produce a weighted average 

quarterly shipment price for each type of chip.36 The products of these average 

prices (after “adjustment” to a quantity 100,000, DIP package basis) and their 

quantity weights were then used to produce estimates of total (adjusted) ex¬ 

penditure shares on chips of various types within this sample. 
Table 5.4 shows how rapidly the distribution of (adjusted) expenditure 

shifted historically within the sample, as new types of chips were brought to 

market. The extraordinary speed with which these expenditure shares shift 

34. For 1M DRAMs in DIP or SO packages, 62 observations on 100 nslM x 1 parts (52 of 

which had been used in the econometric analysis of the last section), 26 observations on 120 ns 

1M x 1 parts, and 28 observations on 120 ns 256K X 4 chips were used. For 256K DRAMs in 

DIP or PLCC packages, there were 87 observations on 120 ns 256K x 1 chips (85 of these 

observations had been used in our econometric sample), 75 contracts for 150 ns 256K X 1 chips, 

and 34 observations for 120 ns 64K X 4 parts. For 64K DRAMs in DIP packages only, there 

were 51 observations on 150 ns 64K X 1 chips and 21 contracts for 120 ns 64K x 1 chips. One 

extreme outlier for 120 ns 64K DRAMs was discarded in the belief that package type had been 

incorrectly reported, resulting in a total of 71 contracts used to construct price indexes for 64K 

DRAMs. 
35. Obviously, this assumes a fixed price differential between DIP and these other packaging 

36 Note that, because the coefficient estimates are derived from a model linear in logarithms, I 

am actually adjusting the log of price, then taking the antilog, in deriving an estimate of price. As 

an experiment, price indexes were also calculated using total volume over the entire length of the 

contract as the’quantity weight for a contract price associated with the quarter in which first ship¬ 

ments occurred; these alternative weights had only a slight effect on the actual indexes. 
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Table 5.4 Estimated Distribution of (Adjusted) Expenditure: Percentage of 
Sample Total, by Chip Density 

Period 

85:2-86:1 86:2-87:1 87:2-88:1 88:2-89:1 

Entire 4 Years, 

85:2-89:1 

1M DRAMs: 

256K X 4,120 ns N.A. 0.11 0.22 0.20 

1024K X 1,120 ns 0.19 0.03 0.08 0.07 

1024K X 1,100 ns 0.81 0.87 0.71 0.72 

256K DRAMs: 

256K X 1,150 ns 0.79 0.41 0.15 0.05 0.22 

256K X 1,120 ns 0.21 0.59 0.81 0.62 0.58 

64K X 4,120 ns N.A. N.A. 0.04 0.33 0.20 

64K DRAMs: 

64K x 1,150 ns 0.80 0.71 0.76 0.55 0.71 

64K X 1,120 ns 0.20 0.29 0.24 0.45 0.29 

Note: N.A. = not available. Chip prices adjusted to 100K quantity, DIP package basis, and are 
weighted using average monthly contract volume, to calculate adjusted expenditure. Contract 
prices are assumed to be in effect in the month in which contract deliveries start. No adjustment 
for regional price differentials or lead time has been made. 

suggests that very frequent updating of products sampled is essential in con¬ 

structing accurate price indexes for semiconductors. 

The weighted average quarterly prices produced by the procedure outlined 

above are averages for the entire sample of contracts. Implicitly, their con¬ 

struction maintains the hypothesis of no regional price dilferentials between 

European and American DRAM consumers. As we have seen, however, the 

econometric evidence suggests that significant regional differentials may very 
well have existed. 

An alternative average price for every type of chip may be calculated by 

further adjusting” all prices in the sample to either an American or a Euro¬ 

pean basis. This was accomplished by using the regional/time-period dummy 

variables’ estimated coefficients from the econometric analysis described ear¬ 

lier, either to adjust all prices reported by European buyers to an American 

equivalent to produce a U.S.-basis price or, conversely, to convert American 

contract prices to a European equivalent.37 The three sets of volume-weighted. 

37. This procedure was slightly more complicated in the case of 1M DRAMs because the 
econometric sample began after the start of the STA. Rather than assume that the initial post-STA 
U.S.-Europe differential was identical to that of the pre-STA period, only prices reported by 
American customers were used to construct the US.-basis series for quarters prior to the beginning 
of the sample used in the econometric analysis. Similarly, only actual European contract prices 
were used to construct the European-based indexes for quarters prior to the start of the statistical 
analysis. For this reason, the U.S.- and European-basis price indexes for 1M DRAMs are avail¬ 
able for differing time periods prior to June 1987. 
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adjusted average contract prices so produced will be referred to as being on a 

“sample basis,” “U.S. basis,” or “European basis.” 

A final issue to be addressed was how to weight average billing prices for 

different types of chips of a given density to produce a single price index for 

that given density. The question was complicated by the sporadic absence of 

data for some particular types of DRAMs in a particular quarter, which made 

some sort of imputation procedure to deal with missing data necessary. 

The solution adopted in addressing this problem was to divide the overall 

sample into four periods of four quarters, with each period ending in the first 

quarter of one of the years 1986-89 (these are the same periods shown in table 

5.4). In the final quarter of each of these subperiods (i.e., in 1986:1, 1987:1, 

1988:1, and 1989:1), data were fortuitously available for all chip types actu¬ 

ally consumed over the four-quarter period. The final quarter of each of these 

four periods was therefore taken to be a “base” period. The share of cumula¬ 

tive expenditure on different types of DRAMs (reported in table 5.4) over the 

four adjacent quarters ending in this “base” quarter was judged to be an ac¬ 

ceptable estimate of the actual expenditure shares in the general population of 

DRAM contracts for chips of that density in the final “base” quarter. Thus, 

average prices and estimates of expenditure shares on each type of DRAM 

sold in significant numbers, for 64K, 256K, and 1M DRAMs, respectively, 

were constructed for four quarters spaced one year apart, from 1986:1 to 

1989:1. 
This is precisely the information needed to calculate a Fisher Ideal price 

index, which Diewert (1978) has shown to be a “superlative index”—a 

second-order approximation to a true, exact price comparison between two 

periods derived from microeconomic theory. Because virtually all technical 

innovation in DRAMs has been embodied in the introduction of distinctive 

new products, a Fisher Ideal price comparison between two periods, if avail¬ 

able, will provide a good approximation to the economic effects of technolog¬ 

ical change. That is, technological advance in DRAMs has mainly been re¬ 

flected in the rapid cheapening of newer, more advanced products relative to 

older products, and a Fisher Ideal index will capture the economic effects of 

this technical improvement (as well as whatever other factors may affect 

prices) on DRAM producers or consumers. The Fisher Ideal price index giv¬ 

ing price in period 1 relative to period 0 is 

I thus calculated Fisher Ideal price indexes for DRAMs of varying organi¬ 

zations and speeds, for any given density, in order to produce a quality- 

adjusted measure of DRAM cost. The rates of change for DRAM cost asso¬ 

ciated with the Fisher Ideal index are in table 5.5, contrasted with an index 
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Table 5.5 Annual DRAM Price Changes: Fisher Ideal Comparisons versus 

Volume-Weighted Averages (percentage rate of change, average- 

selling-price basis estimates of first shipment contract price) 

DRAM 1986-87 1987-88 1988-89 

1M: 

E basis: 

Vol. weighted Average NA 8.70" 5.31 

Fisher ideal NA 8.81" 3.91 

U basis: 

Vol. weighted Average NA NA 0.83 

Fisher ideal NA NA -0.57 

S basis: 

Vol. weighted Average NA 15.37" 2.42 
Fisher ideal NA 18.19" 1.50 

256K: 

E basis: 

Vol. weighted Average 8.72 25.20" 56.18 
Fisher ideal 21.61 29.60" 54.84 

U basis: 

Vol. weighted Average 11.29 18.63" 38.32 
Fisher ideal 16.60 15.17" 38.39 

S basis: 

Vol. weighted Average 3.28 29.86" 59.87 
Fisher ideal 11.69 29.93* 59.18 

64K: 

E basis: 

Vol. weighted Average 35.17 24.44 75.40 
Fisher ideal 33.61 24.53 67.72 

U basis: 

Vol. weighted Average 4.64 19.80 59.35 
Fisher ideal 3.51 20.17 52.57 

S basis: 

Vol. weighted Average 34.64 24.49 58.98 
Fisher ideal 33.04 24.68 54.99 

Note: All year-to-year changes are from first quarter of the first year to first quarter of the second 
year. All reported contract prices have been adjusted to a quantity 100,000, DIP package basis 
using the econometric results described above. ‘Average-selling-price basis first shipment con¬ 
tract price” means the volume-weighted average (using average quarterly contract volume, for 
given chip characteristics) of contract prices for contracts with first shipments scheduled for a 
given quarter, with no adjustment for variation of lead time from contract negotiation date to first 
shipment date. Volume-weighted average price is an average for all chips of a given density, 
including chips of varying speeds and organizations. Fisher Ideal indexes are calculated with the 
Fisher ideal price index formula, using separate volume-weighted average prices for chips of 
differing densities, speeds, and organizations. Expenditure share weights have been approximated 
as the cumulative four-quarter sum (through a given first quarter) of adjusted (for quantity and 
packaging variation) contract price times average quarterly contract volume, for contracts with 
first shipments beginning over that four-quarter period. E, U basis: Reported prices adjusted 
using time/region dummy variables to European and U.S. customer basis. S basis: No adjustment 
made to reported price in sample other than to 100,000 quantity, DIP package basis. NA = not 
available. 

"Not a true Fisher Ideal because of missing price for products introduced over this period. Missing 
prices are implicitly assumed to change exactly as a subindex based only on chips with available 
price data changes. As discussed in the text, this probably adds a positive bias to the estimated 
rate of change. 
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of price per bit, a simple volume-weighted index often reported within the in¬ 

dustry.38 

Although table 5.5 correctly computes a Fisher Ideal price comparison be¬ 

tween 1988:1 and 1989:1 and between 1986:1 and 1987:1, the numbers 

shown for 1988:1 relative to 1987:1 are likely to be biased upward in the case 

of both 256K and 1M DRAMs. This is because new products were introduced 

in my samples after 1987:1 and a price for these products was not reported in 

1987:1 and earlier.39 The unobserved price (the product was most likely avail¬ 

able, but only in small or sample quantities) was therefore assumed to move 

as the weighted average of the observed prices (using end-period expenditure 

weights). Because prices for new products may generally be expected to fall 

more rapidly (or increase less quickly) than prices for more mature products 

within this industry, the denominator in the expression for the Fisher Ideal 

index (a Paasche index comparing period 0 with period 1) would in this case 

be biased downward and the resulting index number therefore biased upward. 

Since a price index based simply on price per bit, or per chip, for given 

density effectively ignores quality change associated with improvements in 

chip speed and organization, table 5.5 also shows what sort of price is paid in 

terms of bias when these additional quality adjustments are not made. The 

answer, over the rather unusual historical period portrayed in table 5.5 (with 

prices generally rising), is that unadjusted price per chip behaved very much 

like the Fisher Ideal price index, subject to occasional large errors. Remark¬ 

ably, the rate of change of simple, current volume-weighted price per chip 

was within 5 or 10 percent of the quality-adjusted Fisher Ideal comparison for 

DRAMs of that density, most of the time.40 Occasional large divergences are 

apparent, however, suggesting that chained price indexes based on simple av¬ 

erage sales price would generally be less reliable shortcut approximations to 

Fisher Ideal indexes than straight comparisons between pairs of periods. 

5.5.2 Construction of Spot-Basis Contract Prices 

Earlier, I noted that the billing price in a chip contract can be interpreted as 

an estimate at the time a contract was negotiated of the spot price of the chip 

38. Note that, for chips of any given density, average cost per bit is a scalar multiple of average 
cost per chip. Thus, a price index giving price in period 1 relative to price in period 0, based on 

cost per either bit or chip, amounts to 

39. As Diewert (1987) notes, the theoretically correct procedure is to use the imputed (but 
unobserved) price that would have just reduced consumption to zero, if consumption is truly nil. 

40. One exception is a comparison of 1986:1 to 1987:1, for 256K DRAMs, where there is a 
substantial difference. Further examination suggests this was due to an unusual mix of chip types 
purchased in 1986:1 within my sample, one that differed substantially from the mix in the other 

quarters within this period. 
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at its shipping date, less a possible discount reflecting the transfer of risk from 

seller to buyer (normal backwardation). It is the spot price at shipment that 

determines the true current opportunity cost of an input to a consumer, how¬ 

ever, and this may be a more useful measure of price for studies of input use. 

One way to estimate what contract price applied to spot transactions is to 

restrict the sample of contracts to those in which shipments began in the same 

month as the negotiations concluded. Recall that 44 percent of the contracts 

for 64K parts, 41 percent of the contracts for 265K DRAMs, and 29 percent 

of the 1M contracts were to begin in the month negotiated. Because such 

“spot” contracts accounted for well under half the contracts in this sample, 

however, an index calculated from such a subset of the data would have many 

“holes” and require much ad hoc linking to other quarters using subsets of the 

products in the index. 

The model of contract pricing used in the econometric work suggests an 

alternative procedure that makes more complete use of available data. Sup¬ 

pose we were able to estimate the risk premium embedded in a particular 

contract (based on the lead time to first delivery for that contract), which in 

turn is subtracted from a reported contract price in order to produce an esti¬ 

mate of the forecast future spot price implicit within the contract price. The 

assumed rationality of price expectations implies that a weighted average of 

forecasts of future spot price derived from contracts for some given shipment 

date will be an unbiased predictor of the actual spot price at the shipment 

date.41 Inspired by this logic, the econometric results were used to calculate 

“zero lead time” equivalents of observed contract prices. These adjusted 

“spot-basis” contract prices for first shipments of DRAMs in any given quar¬ 

ter were combined with actual “spot” contract prices in price index numbers 

constructed using the procedures described above; rates of change are shown 
on a sample, American, and European basis in table 5.6. 

Because both table 5.5 and table 5.6 are based only on data for shipments 

on contracts beginning in a given quarter, they may be expected to show less 

41. More formally, let Frsi be an “implicit” forecast of spot price at time ,v derived from obser¬ 

vation i on forward contract price negotiated at time r, and an adjustment for normal backwarda¬ 
tion. Assuming rational expectations, Er[Fr - Ps] = 0. The estimator that I am constructing for 

Ps is 2rS,w,Fr, the quantity-weighted average of these adjusted forward prices, with wri = QJ 

2^, Qri < 1 - 2,2, wri = 1, and Qn quantity associated with contract i negotiated at time r (for 
adjusted, “spot-basis” period-s price F'J. A substantial number of these contracts involve r = s; 

i.e., I assume that actual “spot prices reported contracts vary randomly around some unobserved 
“market” price. The bias of this estimator of Ps is 

E[(I^ wriFr.) - PJ = 2,2,. wriE(F'si - Ps) = 2r2, wnE[Er(Frsi - Ps)] = 2,2. wriE(0) = 0. 

Thus, a weighted average of conditionally unbiased estimates of spot price at time s will produce 
an unbiased estimate of Ps. 

Since the econometric model that I have actually used is specified in the logs of prices, not 
actual prices, and my coefficient estimates are consistent but not unbiased, I am limited to claim¬ 
ing asymptotic virtues for my procedure, i.e., that plim 2,2, wrtFrs: - E(Ps) = 0. 
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Table 5.6 Annual DRAM Price Changes: Fisher Ideal Comparisons versus 

Volume-Weighted Averages (percentage rate of change, spot-basis 

estimates of first shipment contract price) 

DRAM 1986-87 1987-88 1988-89 

1M: 

E basis: 

Vol. weighted Average NA 9.42 5.75 

Fisher ideal NA 9.62 4.45 

U basis: 

Vol. weighted Average NA NA 1.19 

Fisher ideal NA NA -.10 

S basis: 

Vol. weighted Average NA 16.17 2.83 

Fisher ideal NA 19.10 2.01 

256K: 

E basis: 

Vol. weighted Average 9.57 27.48 57.57 

Fisher ideal 20.04 33.28 56.20 

U basis: 

Vol. weighted Average 12.48 20.29 39.89 

Fisher ideal 15.39 17.91 39.86 

S basis: 

Vol. weighted Average 4.25 31.92 61.47 

Fisher ideal 10.39 33.32 60.73 

64K: 

E basis: 

Vol. weighted Average 50.33 16.93 84.07 

Fisher ideal 46.65 17.97 74.94 

U basis: 

Vol. weighted Average 16.38 12.57 67.22 

Fisher ideal 13.55 14.00 59.11 

S basis: 

Vol. weighted Average 49.78 16.97 66.63 

Fisher ideal 46.08 18.14 62.05 

Note: As in table 5.5, with the following exception. “Spot-basis first shipment contract price” 
means the volume-weighted average of contract prices for contracts with first shipments sched¬ 
uled for a given quarter, with an additional adjustment for variation of lead time from contract 
negotiation date to first shipment date. A discount for future delivery at later dates, reflecting 
“normal backwardation,” is used to “gross up” actual contract price. The resulting average may 
be interpreted as the average expected spot price for all contracts written with some given future 

first delivery date. 

“inertia” than a producer price index derived from shipments on all contracts, 

including any older contracts from previous quarters whose terms have not 

been revised during the current quarter. Table 5.6 further “grosses up” those 

prices negotiated in advance of actual shipments to include the implicit dis¬ 

count due to “normal backwardation,” in order to estimate the spot market 

price. 
Time-series data on DRAM prices would also be quite useful for empirical 
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research, and to construct these I implemented a procedure suggested recently 

by Triplett (1989b), to calculate what he terms “Times-series Generalized 
Fisher Ideal” (TGFI) price indexes. Fixed expenditure weight price indexes 

for “spot-basis” contract prices were calculated using each of the base quarters 

within our four periods as the base for a price index. Over the four quarters 

from one base quarter to another, the index calculated using the initial 

quarter as the base (and source of data for expenditure weights) is the Las- 

peyres price index, the index using the end quarter as the base is a (rebased) 

Paasche price index, and the geometric mean of these two indexes is Triplett’s 

TGFI index. Base quarter to base quarter TGFI price indexes were then linked 

at base quarters to form a single price index over all sixteen quarters. The 

indexes so constructed are shown in table 5.7, on an unadjusted (sample) ba¬ 

sis, along with adjustments made to reflect regional price differentials in Eu¬ 

ropean or American markets. 
For base quarter to base quarter comparisons, the TGFI is identical to a 

Fisher Ideal index and therefore is a superlative price index. For the quarters 

in between, the TGFI is not a second-order approximation to an exact price 

index, however, and is merely the geometric mean of fixed-weight price in¬ 

dexes bounding the true price comparison. Rates of change between the first- 

quarter (base-period) index numbers shown in table 5.7 produce the Fisher 

Ideal comparisons given in table 5.6. 

The TGFI that I have calculated is “approximate,” in at least three senses. 

First, I have already noted that newly introduced chips were assumed to de¬ 

cline at the same rate as a weighted average of older products, before their 

entry into the sample, a procedure that, as argued, probably induces some 

positive bias in estimated rates of change in such periods. Second, cumulative 

expenditure by type of chip over the four-quarter period ending in the base 

quarter is being used as an estimate of the true expenditure weights for the 

base quarter. Finally (and inevitably, given the relatively small size of the 

sample), price and quantity data on particular products were sometimes lack¬ 

ing even after they had first been introduced within the sample. In these cases, 

the Laspeyres or Paasche price indexes were chained to an adjacent quarter, 

using a subset of prices available in both adjoining quarters and the corre¬ 

sponding expenditure weights for this subset of prices.42 

The same set of procedures could also be applied without any correction for 

lead time to delivery, producing an estimated TGFI price index for average 

selling prices (or billing prices) of first shipments from sample contracts, by 

quarter of first delivery. The TGFI indexes on an “average-selling-price basis” 

are compared with the “spot-basis” indexes in figure 5.3, for 256K and 1M 

DRAMs. The differences are small in most quarters. This probably reflects 

the relatively short lead times in most contracts, the generally small estimated 

42. This is noted in table 5.8 below. When chaining to an adjacent quarter, I adopted the con¬ 
vention of chaining in the direction of the base quarter for the index being chained. 
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-m- 1 M US Spot TGFI -±- 256K US Spot TGFI -96- 1M US ASP TGFI S- 256K US ASP TGFI 

Fig. 5.3 Average selling price vs. spot basis, first shipped price 

effects of “normal backwardation,” and the fact that implicit short-term expec¬ 

tations about future price movements generally seem to have been relatively 

accurate (i.e., true “spot” contract prices were quite close to “adjusted” spot- 

basis prices in contracts negotiated in earlier quarters). 
Finally, the price indexes constructed here, combined with the coefficients 

from the econometric analysis, can be used to analyze price differentials be¬ 

tween the U.S. and the European markets. This is done by setting U.S. price 

in the first quarter of 1988 equal to one, then using the estimated differential 

between European and American prices in the third quarter of 1988 (which is 

completely encompassed in one of the region/time-dummy variables used in 

the econometric models) to link the European price index to the American 

price index in that quarter. The results of this procedure are also shown in 

figures 5.4 and 5.5 and are contrasted with the regional price differentials 

shown by Dataquest in its Monday contract prices over the same period. Both 

Dataquest and the estimates constructed here show slightly lower prices in 

Europe in 1987. Where Dataquest shows substantially higher prices in Europe 

in 1988 for 1M DRAMs (and huge differentials for 256K DRAMs), however, 

the present sample’s data indicate only marginally higher European prices. 

I conclude that the price indexes constructed for this paper do not diverge 

significantly from Dataquest’s prior to 1987 but show some significant differ¬ 

ences after that period. European-U.S. differentials, in particular, seem quite 
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256K DRAMs 

US Spot TGFI 

DQ Monday US Book 

Europe Spot TGFI Dataquest Wwide ASP 

DQ Monday Eur Book -s— U.S. Retail Spot 

Fig. 5.4 256K DRAMs: U.S.-Europe price indexes and differentials 

exaggerated in the Dataquest figures, and the timing of 1988 increases in 1M 

DRAM contract prices seems to lag the present estimates somewhat. Table 

5.8 displays two variants of annual price indexes based on Dataquest’s esti¬ 

mated average selling prices for 256K DRAMs with another consulting firm’s 

average-selling-price estimates and a “spot-basis” booking price series devel¬ 

oped in this paper. As can be seen, the billing price estimates from Integrated 

Circuit Engineering (ICE) and my price index generally track each other better 

than either price index based on Dataquest estimates.43 

5.6 Conclusion 

Semiconductor memory is thought to have experienced one of the most 

rapid rates of decline in quality-adjusted price yet measured by economists, 

exceeding even that of computers. Examination of this question is compli¬ 

cated by the extraordinary rate of introduction of new products embodying 

technical change and by the complexity of the sales channels and contractual 

43. Note that the (unweighted quarterly average) Dataquest price for 256K DRAMs used by 
Dulberger, and reproduced in this table for direct comparison with my price index, behaves very 
differently from Dulberger’s “MOS memory” price index as reproduced in Triplett’s comparison 
table in this volume. 
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Fig. 5.5 1M DRAMs: U.S.-Europe price indexes and differentials 

Table 5.8 Comparison of Alternative Price Indexes for 256K DRAMs 

Dulberger/Dataquest 

(simple quarterly avg) 

Dataquest 

(q wtd. 

quarterly avg.) 

ICE 

(annual avg. 

sales price) 

Flamm TGFI 

(avg of Q2, 

Q3, U.S. weights) 

1985 216 164 159 145 

1986 100 100 100 100 

1987 102 102 107 114 

1988 132 132 171 156 

Sources: Dulberger/Dataquest form Dulberger (chap. 3 in this volume, table 3.1). Dataquest 
quantity weighted average of quarterly prices calculated by author using data supplied by Dul¬ 
berger. ICE calculated by author using data from Integrated Circuit Engineering, STATUS 1992 
(Scottsdale, Ariz., 1992), fig. 6-81, p. 6-58. Flamm TGFI is simple average for quarters 2 and 
3, “spot-basis” contract price, U.S. weights, table 5.7. 

arrangements used to market these products. In this paper, results of an econ¬ 

ometric analysis of a sample of actual sales contracts for DRAMs have been 

used to produce suitably disaggregated estimates of price change that capture 

most of the effect of technological improvements and deal with the complexity 

of sales arrangements for this crucial product. 



196 Kenneth Flamm 

The empirical results for the period 1985-89 suggested that using simple, 

volume-weighted average cost per chip, aggregated across chip speeds and 

organizations, may be a tolerable shortcut in producing an estimate of quality- 

adjusted cost for some given DRAM density, if long-run trends, rather than 

particular quarter-to-quarter changes, are the object of interest. The price se¬ 

ries constructed here differ in some important respects from the widely used 

Dataquest estimates, in the timing of some significant changes in price and 

the magnitude of regional price differentials. Given the straightforward, well- 

defined description of my sample and procedures, these estimates, or ones like 

them, are probably preferable for economic research purposes. 
A relatively low-cost data collection effort—possibly including the use of 

advertised prices as well as contract data provided by large consumers—could 

be used to improve price index construction. Timely and frequent updating of 

sampling procedures is clearly crucial in producing any accurate price index 

for a good like DRAMs, where frequent and massive shifts in consumption 

patterns, toward innovative new products, regularly occur. The proliferation 

of government policies affecting the semiconductor market means that accu¬ 

rate information that would permit one to track the effects of economic policy 

should now be a high priority on the statistical agenda. 
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Comment Jack E. Triplett 

This session contains three studies of a single product. Estimating the trend of 

semiconductor prices is of interest in itself, owing to the role of semiconduc¬ 

tors as carriers of much of the high-tech electronic revolution of the last thirty 

years. 
The session also provides evidence on a major puzzle of government price 

statistics—the contradictory and anomalous behavior of the Bureau of Eco¬ 

nomic Analysis (BEA) computer price index and producer price index (PPI) 

semiconductor price indexes. The PPI for semiconductors declines at a mod¬ 

est rate that is clearly inconsistent with the dramatic decline of computer 

prices (see the left-hand columns of table C.2). Semiconductors are major 

inputs to the computer industry. They are also important technological con¬ 

tributors to the advances in computer capability. To paraphrase Denison 

(1989), how can computer prices fall so fast if the prices of semiconductor 

inputs to the computer industry do not? Are the computer price indexes in 

error, as Denison suggests, or are there problems in the semiconductor price 

indexes? 
Alternatively, we might ask this question another way. If the PPI semicon¬ 

ductor price measures are right, an enormous increase in productivity in the 

computer industry is implied by the computer price indexes that are prepared 

by the BEA; is this plausible? The first section that follows discusses the price 

index issues; the second turns to the productivity questions. 

Jack E. Triplett is chief economist of the Bureau of Economic Analysis, U.S. Department of 

Commerce. 
Copyright is not claimed for this comment. 
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Table C.2 Comparison of Price Indexes for U.S. Computers and Semiconductors 

(1982 = 100 unless specified) 

Flamm 

PPI Semiconductors (DRAM) 

(1988:1 = 100) 
NIPA Computer 

Price Index 3674 3674P MOS 

Dulberger, 

MOS Memory 

Norsworthy 

and Jang 256K“ 1M* 

Year (1) (2) (3) (4) (5) (6) (7) (8) 

1974 789 110 287 8,251 5,739 

1975 704 113 NA 2,601 3,265 

1976 665 107 212 1,592 1,852 

1977 474 101 210 998 1,087 

1978 242 95 187 584 641 

1979 205 94 169 496 395 

1980 147 101 NA 353 259 

1981 119 101 NA NA 166 163 

1982 100 99 96 101 100 100 

1983 94 101 96 NA 71 68 

1984 77 107 101 101 55 49 

1985 51 107 95 73 21 32 108 NA 
1986 47 108 94 62 14 23 72 71b 
1987 40 108 92 63 12 NA 90 87b 
1988 38 108 93 75 13 NA 121 102 
1989 36 108 92 NA NA 140“ 100“ 

Sources: Column 1: Bureau of Economic Analysis, unpublished price index for computer processors 
(mainframes). Column 2: Producer price index. Bureau of Labor Statistics, LABSTAT series PCU 
3674# (includes secondary products and miscellaneous receipts). Column 3: Producer price index, Bu¬ 
reau of Labor Statistics, LABSTAT series PCU 3674#P (primary products only). Column 4: Producer 
price index, MOS memory (taken from Dulberger, chap. 3 in this volume, table 3.7). Column 5: Dul- 
berger (chap. 3 in this volume, table 3.7; Fisher Ideal chain index). Column 6: Norsworthy and Jang 
(chap. 4 in this volume, table 4A.7 [price index for semiconductors used in SIC 3575, computer manu¬ 
facturing], rebased to 1982 = 100). Column 7: Flamm (chap. 5 in this volume, table 5.7), Time-series 
Generalized Fisher Ideal indexes for U.S. DRAM customers. 

Note: NA = not available. 

“Second quarter of the year, unless otherwise specified. 

bThird quarter. 

“First quarter. 

Price Index Issues 

Is the Semiconductor PPI Right? 

All three studies present evidence suggesting that the PPI for semiconduc¬ 

tors is not right, that correctly measured price indexes for semiconductors 

would fall rapidly, perhaps as fast as computer prices (see table C.2). Two of 

the three studies (Dulberger; Norsworthy and Jang) present price indexes for 

semiconductors for fairly long time series. Both studies show enormous drops 

in semiconductor prices; these drops contrast sharply with the modest declines 
that are recorded in the PPI. 
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Comparing these research price indexes with the PPI for semiconductors 

does present some comparability problems. The PPI index for the semicon¬ 

ductor industry (SIC 3674, col. 2 in table C.2) is an output price index; 

Norsworthy and Jang compute a price index (col. 6) for semiconductors used 

as inputs in other SIC four-digit industries (computers and communications 

equipment). It is well established that the theoretical concepts that underlie an 

output price index differ from those that underlie an input price index: each 

index is based on a different aggregation, for example, and each employs a 

different concept of quality change. Yet conceptual differences between Nors¬ 

worthy and Jang’s indexes and the PPI cannot account for more than a small 

fraction of the enormous empirical differences between them. 

Dulberger’s comparisons are precisely focused on a single product—MOS 

(metal oxide semiconductor) memory chips. The PPI MOS memory index 

(col. 4) declines more rapidly than the aggregate semiconductor PPI.1 Yet 

Dulberger’s MOS memory price index (col. 5) falls from eight thousand to 

thirteen, a decline that differs so greatly from the relatively modest decline 

shown in the PPI MOS index that the two indexes might be measuring differ¬ 

ent phenomena. Again, there are potential comparability problems. For ex¬ 

ample, the Dulberger index includes, but the PPI excludes, production outside 

the United States. However, it is difficult to believe that overseas production 

explains more than a small part of the empirical difference between the two 

indexes. Dulberger’s work indicates, as does Norsworthy and Jang’s, that PPI 

semiconductor indexes have failed to record the full price decline in semi¬ 

conductors. 
Dulberger and Norsworthy and Jang tell us that, during the past fifteen 

years or so, semiconductor prices have decreased more rapidly than computer 

prices. In contrast, the PPI indexes indicate that semiconductor prices have 

decreased more slowly than computer prices. Technological information from 

the computer and semiconductor industries as well as anecdotal evidence and 

experiences of computer users all support the picture provided by the price 

indexes in these papers. The PPI seems in error. 
Flamm’s intensive study of the relatively short period following the U.S.- 

Japan semiconductor agreement concludes that the agreement reversed—and 

quite suddenly—the long historical trend detailed in Dulberger and in Nors¬ 

worthy and Jang (table 4.1, cols. 7,8). The PPI also seems to have missed the 

turnaround in semiconductor prices. 

What Are the Difficulties in Pricing Semiconductors for the PPI? 

The authors give a variety of answers. Dulberger notes that controlling only 

for density (bits per chip) produces a biased measure. Other attributes of semi¬ 

conductors, such as miniaturization, are also important. Flamm notes the cor- 

1. I presume that the disconcerting gaps in the historical series in col. 4 are caused by the 
number of reporters falling below the PPI disclosure rule—I believe that the minimum number of 
reporters for publication is three—rather than by true discontinuity in the series. 
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relation of other attributes with decreasing price per bit; miniaturization in 

semiconductors has its own advantages, quite apart from chip density. Con¬ 

trolling for all the relevant quality characteristics in semiconductors is difficult 

and leads to specification errors in the price index. Flamm also raises the issue 

of contract price. Does the PPI get true transaction prices? 
However, the overwhelmingly persuasive criticism of the PPI comes from 

Dulberger’s demonstration that the point at which new chips are introduced 

into the price index for semiconductors determines the price decline that is 

recorded in the index. When new chips are introduced into the index to co¬ 

incide with their introduction into the market, the price index drops 33 percent 

per year; when the lag in introducing new chips is three years, the price de¬ 

crease recorded in the index is cut to 20 percent, and a five-year introduction 

lag nearly eliminates the price decrease. In the following, I refer to the bias 

caused by delay in introducing new chips into the semiconductor index as 

“new introductions” bias. 
Flamm’s figure 5.2 illustrates new introductions bias in graphic fashion; he 

clearly demonstrates that new chips must be introduced into a price index at 

the point of their introduction into the market, not at some later time when 

most of the initial price decline has already occurred. This is particularly im¬ 

portant in the semiconductor industry because new products quickly account 

for a substantial portion of the market and because they are uniquely the ve¬ 

hicles for price change in the industry. 

Under present PPI procedures, however, it is difficult to bring new semicon¬ 

ductor chips into the PPI rapidly enough. The PPI has a sampling procedure 

in which a particular chip, or chips, is selected by probability methods when 

a semiconductor producer is “initiated” into the index. In subsequent months, 

prices are collected for the same chips that were chosen at initiation. A new 

probability selection of chips will occur only on the PPI’s reinitiation cycle, 

currently five years (certain other circumstances may trigger a resampling 

and, therefore, reduce the cycle in practice). As noted above, Dulberger 

shows that a five-year lag in introducing new chips into the PPI virtually as¬ 

sures that the index will record only modest price decreases, even when semi¬ 

conductor prices are in fact falling rapidly. 

New introductions bias poses a fundamental challenge to the entire PPI 

survey design. The PPI’s elaborate probability sampling mechanism was put 

into place to ensure that the index was representative of price change and to 

permit the construction of measures of sampling error. The change toward 
scientific sampling surely is to be commended. 

However, we want the PPI to be based on a probability sample of current 

price changes. The present PPI sampling methodology approximates a prob¬ 

ability sample of sales in the initiation period.2 A probability selection of 

2. The PPI methodology only approximates a probability selection of sales because the PPI 
sample design, like that of all Bureau of Labor Statistics (BLS) surveys, is based on a sampling 
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initiation-period sales may be adequate when little change occurs in the range 

of products that are for sale, when yesterday’s products are pretty much the 

same as today’s. Or the PPI sampling procedure may work fairly well when 

the prices of any new products that are introduced move more or less consist¬ 

ently with those of established products. Otherwise, however, the elaborate 

and expensive PPI probability sampling methodology does not work and may 
in fact give severely biased measures of price change. 

Empirically, these three papers indicate that the PPI sampling mechanism 

does not work in the PPI semiconductors indexes. The sampling mechanism 

is also problematic for pricing computers, and it is inadequate in the PPI for 

prescription drugs, where new introductions show price movements that differ 

substantially from those for established drugs (Bemdt, Griliches, and Rosett 

1992). Although there is no PPI for CT scanners, the hedonic index that is 

presented in a paper by Trajtenberg (1990) resembles hedonic price indexes 

for computers far more than it resembles the PPI for medical equipment, 
which shows only modest declines. 

All these cases are ones of technologically dynamic industries that are char¬ 

acterized by aggressive product competition. In semiconductors and comput¬ 

ers, and possibly in the other two as well, the technology gives us new prod¬ 

ucts at a cost so far below the cost implied by the old technology that the new 

products simply take over the market from the established ones. The prices of 

the established products never fall sufficiently to make them competitive with 

the new products. A price index that records only price movements in estab¬ 

lished products misses much of the price change that occurs in the industry. 

The new introductions bias can be thought of as a “quality problem” in the 

price index, but it is not a quality adjustment problem. New introductions bias 

has nothing to do with the adequacy of the methods that are used for quality 

adjustment when new products are encountered in the normal production of 

the index, although inadequate quality adjustment methods can exacerbate the 

problem. It also has nothing directly to do with Laspeyres or Paasche (or even 

superlative index number) weighing schemes, although aspects of weighing 

problems may be present, may also exacerbate the problem, and may inappro¬ 

priately influence the sample design process. New introductions bias is a sam¬ 

pling problem, a case where rapid technological change creates a sample that 

is not representative of current price change in the industry. 

The present PPI sampling methodology forces the BLS to measure techno¬ 

logically dynamic industries with a sample of old products. Reducing the in¬ 

terval between reinitiations may produce somewhat better numbers (the mag¬ 

nitude of the improvement is suggested by Dulberger’s table 3.8); however, 

more frequent initiations will never eliminate the problem and may not reduce 

frame that contains only the establishment’s employment, not its sales. The data on the sales of 
the establishment are in the Census Bureau’s records, which illustrates one of the deficiencies of 
the irrationally organized U.S. “decentralized” statistical system. 
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new introductions bias to an acceptable level. What is needed is a complete 

rethinking of the PPI sampling methodology and possibly as well some re¬ 

thinking of the purposes of the PPI and the objectives of the PPI program.3 

Traditional PPI Methods and Hedonic Methods 

Hedonic methods provide an alternative to traditional PPI methods. It is 

quite well established that hedonic methods can be used to develop price (and 

output) indexes for technologically dynamic industries, and, despite some 

problems, they are better than conventional methods for measuring technolog¬ 

ically dynamic products. For a review of hedonic methods from the practical 

vantage of a statistical agency environment, see Triplett (1990). For a review 

of their application to a particular high-tech industry, see Triplett (1989). 

Hedonic methods can be used to construct price and output indexes for the 

computer industry, and for some other technological industries, because data 

are available annually on all the product varieties that the industry produces; 

hedonic indexes thus incorporate all the new products in the period in which 

they are introduced into the market. New introductions bias is, accordingly, 

absent. Hedonic methods can also be used to analyze the effects of the various 

ways of introducing new products into the index (see Dulberger 1989; Bemdt 

etal. 1992). 
However, hedonic price indexes are often quality-adjusted list price indexes 

because the most readily available cross-sectional price information usually 

consists of published list prices. Some transaction price errors are inevitable 

in hedonic indexes when discounts from list prices change.4 

As noted above, the PPI sampling methodology can, in principle, get the 

transactions prices right, but using this methodology incurs a substantial new 

introductions bias. Hedonic price indexes using list prices eliminate the new 

introductions bias but may result in a transactions price error. 

The obvious solution is to use a combination of both approaches. If the PPI 

sampling methodology were reoriented to collect the average discount by 

class of product, then these discounts could be employed to correct the he- 

3. For example, in a monthly index that serves as contract escalator, it may be difficult to 
introduce new information that may be available only annually, or with a lag, into the measure. If 
the purpose of the index is analytic, gathering information on new products and the date when 
they were introduced leads naturally to revising the index when additional information becomes 
available. The present PPI is designed as if its objectives were solely of the first type; analytic 
objectives always, or usually, give way when conflict arises. 

4. However, the error introduced by missing discounts must be small relative to new introduc¬ 
tions bias and quality-change errors in the long-term trend, at least for high-tech goods such as 
computers. When rebased to 1982 = 100, the computer processor index in Triplett (1989) begins 
at over 76,000 in 1953, falls to 856 in 1972, and winds up at 77 in 1984—i.e., the quality- 
adjusted (list) price index indicates that computer prices in 1984 were one-tenth of 1 percent of 
their level thirty years before. No conceivable change in discounts will perceptibly affect one’s 
views of the price change in computers over this period. Changes in list prices and transactions 
prices may be more important in measures of quarterly or monthly price change. 
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donic indexes for movements in the ratio of list prices to transactions prices. 

The French statistical agency is proposing to use this combined method to 

estimate computer prices (INSEE 1991). A similar reorientation of the tradi¬ 

tional PPI approach to price index numbers might also be fruitful in the United 
States. 

Productivity and Technical Change Questions 

What Have We Learned about the Allocation of Productivity Change? 

The introduction to this comment asked whether the enormous productivity 

increase recorded in the computer industry was overstated. These three papers 

suggest that it is. The new price indexes for semiconductors that are produced 

by these three studies will reallocate some of the measured multifactor pro¬ 

ductivity change from the computer industry to the semiconductor industry.5 

The faster semiconductor prices decline, the greater will be the growth in the 

deflated (quantity) measure of semiconductor inputs used in the production of 

computers, and thus the slower the growth in computer industry multifactor 

productivity. Some of the computer industry’s reduced productivity will be 

transferred, in turn, to the semiconductor industry because its deflated output 

measure will grow more rapidly when the new price indexes for semiconduc¬ 

tors replace the PPI. These new price indexes for semiconductors will more 

accurately allocate the total productivity contribution of these two technolog¬ 

ically dynamic industries. 

There is a corollary question that is often discussed. Why is the productiv¬ 

ity increase (price decrease) for computers so much greater than the productiv¬ 

ity increase (price decrease) for other semiconductor-using industries, partic¬ 

ularly communications equipment? 

Dulberger emphasizes differences in the technology of the processes that 

are used by each industry. Innovations are observed in the characteristics of 

semiconductors (e.g., density) and also in their manufacturing processes. A 

second stage of technical innovation concerns the packaging of semiconduc¬ 

tors on computer cards and boards (her table 3.4 shows the relative contribu¬ 

tions of chips and packaging to the reduction in delay time). She also empha¬ 

sizes the great differences between logic chips and memory chips. The 

computer and communications equipment industries use different semicon¬ 

ductors, or use these chips in differing proportions, and will, therefore, bene¬ 

fit differentially. 

5. Provided that multifactor productivity studies employ output in the numerator of the produc¬ 
tivity ratio (the left-hand side of the production, or cost, function), rather than computing “value- 
added” productivity. Output, not value-added, is the appropriate variable for production analysis. 
To paraphrase a remark that Evsey Domar made thirty years ago, one wants a measure of the 
productivity of the computer industry, not the productivity of making computers without semicon¬ 

ductors. 
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Norsworthy and Jang also conclude that the use of different semiconductors 

accounts for the differences in the productivity increases of these two using 

industries. They estimate cost functions for the two using industries and find 

that the quality-adjusted semiconductor prices paid by the two industries dif¬ 

fer. They give as an explanation that computers and communications equip¬ 

ment in fact use different semiconductors. 
Flamm has addressed this issue elsewhere (Flamm 1989). He rejects the 

analogy that says that computers and communications equipment both simply 

move information from one place to another. In fact, the technology that each 

one uses is different, and the computer industry has been able to take advan¬ 

tage of technological changes in electronics more quickly than the communi¬ 

cations equipment industry. This, of course, might change in the future. 

Aggregation Issues in Studying Quality Change 

The semiconductors that are used in computers differ from those used in 

communications equipment, as Dulberger and Norsworthy and Jang con¬ 

clude, and it is plausible that these different semiconductors have different 

price movements. Those facts, however, transparently constitute an argument 

against aggregating the output of the semiconductor industry, as Norsworthy 

and Jang have done. Norsworthy and Jang form an aggregate semiconductor 

industry output measure (SIC 3674). They then employ this aggregate semi¬ 

conductor industry output measure as an input in the computer industry and 

in the communications equipment industry. 

If computers and communications equipment use different semiconductors 

that have different price movements, or if they use them in differing propor¬ 

tions, one should disaggregate semiconductors into components. Then the 

semiconductors that are actually used in, say, communications equipment can 

be employed in the using-industry cost function for that industry; working 

with an output price index for the SIC 3679 industry-wide aggregation intro¬ 

duces misspecification. I suspect that the authors might agree and that, in a 

“second round,” they might pursue a more disaggregate approach. 

A similar point can be made about their treatment of semiconductor char¬ 

acteristics. Norsworthy and Jang’s equation (18) suggests that the two semi¬ 

conductor characteristics (density for DRAM chips and band width for micro¬ 

processor chips) should be combined with weights that are obtained from the 

using industry’s cost function in order to get an aggregate measure (a) that 

they call “quality change.” 

To understand this “quality change” measure, suppose that communications 

(z) and computers (c) each use only one type of semiconductor (5. and Sc, 

respectively). Assuming that only these two types of semiconductors exist, 

the volume of the output of the semiconductor industry is the quantity 

PZSZ + PCSC) where P, and Pc designate the prices for the two semiconductors. 

Norsworthy and Jang seek a “quality-adjusted” price (P*) so that the output 

of the semiconductor industry (PJSZ + PcSc) can be used as an input to the 
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communications industry or the computer industry. The quality-adjusted price 

P* for communications semiconductors is thus defined by 

(1) A A + PJSC)/P* = 5, 

In words, the quality-adjusted price P* is the “deflator” that reduces the value 

of the semiconductor industry’s output to make it an appropriate measure of 

the communication equipment industry’s input. Since in this example the 

communications industry uses only Sz, this “deflator” must eliminate entirely 

the part of the semiconductor industry’s output that is not used in communi¬ 

cations equipment (i.e., PCSC). A similar statement applies to computer indus¬ 

try semiconductor inputs. 
In addition, as Norsworthy and Jang assume, and as Dulberger and Flamm 

show, if the prices of the two types of semiconductors (P, and Pc) are mismea- 

sured, the computation of the price P* must also correct for any measurement 

errors in the output of the semiconductor industry. Norsworthy and Jang’s 

estimating procedure, however, is as much an adjustment for the differing 

compositions of industry output and of using-industry input as it is as an ad¬ 

justment for what we usually term quality change. 

This point indirectly brings up an important, but often neglected, point 

about the PPI. The revised PPI is based on the idea of output price indexes— 

it produces measures that are aggregated for the output of SIC four-digit in¬ 

dustries, such as the semiconductor industry. Yet many of the uses of price 

indexes require input aggregations—for example, semiconductors as inputs 

to computers, or inputs to communications equipment, and so forth. As equa¬ 

tion (1) and the previous discussion suggests, the price index for industry 

output may be inappropriate for input uses of price indexes. The PPIs for SIC 

four-digit industries may not meet the requirements of analytic data users who 

need alternative aggregations. 
Worse, data users cannot form their own aggregations of product-code PPI 

indexes because the detailed indexes are not always available or because there 

are gaps in them (see table C.2), because aggregations other than the SIC 

four-digit PPIs are not produced (lower-level semiconductor aggregations 

might ameliorate some of the discontinuity problem shown in table C.2), and 

because the PPI product codes often do not match the detailed Census Bureau 

seven-digit product codes with which the detailed PPIs would be used. Users 

must, therefore, use econometric procedures (such as those of Norsworthy 

and Jang) that would not be necessary if the PPI program were more oriented 

than it is now to the needs of analytic data users. 
Estimating cost functions for high-tech industries is a valuable approach for 

determining the relative contributions to productivity of various stages of pro¬ 

duction. I am convinced, however, that extension of the direct, tool-making 

approach of Dulberger and of Flamm has more potential for price index esti¬ 

mation than econometric models to correct the inadequate presentation of data 

from government statistical agencies. 
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Conclusion 

These are three valuable papers. Dulberger, Flamm, and Norsworthy and 

Jang have presented results that add to an emerging body of research on tech¬ 

nological change and on price change in high-tech industries. Most of this 

research shows very large price reductions for technologically dynamic indus¬ 

tries. Like some of the other studies, these three suggest that there are substan¬ 

tial deficiencies in the methodology that has traditionally been used in the PPI, 

certainly when it is employed on technologically dynamic products. At some 

point, it will be necessary to reconsider PPI methodology and to search for 

other methodologies that better match the economics, the technology, and the 

marketing practices of technologically dynamic industries. 
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6 Adjusting Apparel Indexes in 
the Consumer Price Index for 
Quality Differences 

Paul R. Liegey, Jr. 

The consumer price index (CPI) measures the average change in the prices 

paid by urban consumers for a fixed market basket of goods and services. One 

of the more difficult conceptual problems faced in constructing the price index 

is the accurate measurement and treatment of quality change that arises from 

frequent changes in product specifications. This paper examines the effect on 

apparel indexes of adjustments for differences in quality between substitute 

items. The adjustments are based on parameter estimates developed with he¬ 

donic regression techniques. 
The sample of prices that compose the CPI is for goods and services such 

as food, shelter, apparel, transportation, and entertainment: goods and ser¬ 

vices that people buy for everyday living. Price change is measured by repric¬ 

ing essentially the same market basket of goods and services at regular inter¬ 

vals and comparing current prices with prices of the previous period. The CPI 

is designed to measure price change, holding constant the quality of the goods 

and services priced. When an item that is priced in the index is no longer 

available for consumer purchase, it must be replaced by another item of the 

same quality in order to maintain the integrity of the CPI. However, in prac¬ 

tice, substitute items of comparable quality are not always available.1 

Paul R. Liegey, Jr., is a staff economist in the Office of Prices and Living Conditions, Bureau 

of Labor Statistics, U.S. Department of Labor. 
The author gratefully acknowledges the insightful comments furnished by Paul A. Armknecht 

and Allan H. Young. Both were extremely helpful by providing suggestions that improved the 
overall consistency and clarity of the paper. Graphic illustrations were provided by Patricia Han¬ 

son. 
Copyright is not claimed for this paper. 

1 Triplett’s (1971) notion of quality most clearly embodies the notion of quality used in this 
paper. He contends that “quality itself is, in some ultimate sense, not a variable or measurable 
entity at all. But it is a kind of shorthand reference to the characteristics [of the good or service], 
and characteristics are, in principle, observable and measurable. Furthermore, even if there is no 
objective phenomenon identifiable as ‘quality,’ the employment of the notion of characteristics, 
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Finding replacement apparel commodities with the same level of quality as 

discontinued ones is a particularly serious problem in the CPI because of fre¬ 

quent and widespread variation in fashions and styles. Almost 70 percent of 

apparel commodities in the CPI are marketed seasonally, with new items in¬ 

troduced at the beginning of the fall/winter and spring/summer fashion sea¬ 

sons. Such commodities are usually introduced at high regular prices and sub¬ 

sequently discounted at “sale” prices throughout their season or selling life. 

Since these items seldom undergo price increases after introduction, it is when 

they are introduced into the markets that the manufacturer and retailer pass 

along any price increases.* 2 

The CPI should measure only price change of apparel commodities of con¬ 

stant quality. Price increases passed along to the consumer by apparel manu¬ 

facturers and retailers are not directly reflected in the CPI when replacement 

items with different quality levels are selected for discontinued items. Instead, 

an imputed price change is used to bridge the gap between discontinued and 

replacement items. This imputed price change is equivalent to the average 

price change of all commodities within the same stratum that have quality 

characteristics similar to the substitute item in the current period. Many of the 

price changes that are used in the imputation process are for items sold year 

round (over 30 percent of the sample) that show little or no price change from 

month to month. About half the sample for seasonal items (almost 35 percent) 

cannot be used for imputation because the items are not available for pricing 

(e.g., fall/winter items are not in stores during the spring/summer selling sea¬ 

son). Price changes for seasonal items that are used for imputation and still 

available in the current season (e.g., in-season items that do not require sub¬ 

stitution) reflect discounted “sale” prices because these items were left over 

from the previous fashion year. Therefore, replacing large price increases by 

manufacturers and retailers with the average of relatively small or no price 

changes from previously priced items may introduce an index bias. 

An approach to eliminating this price index bias caused by low-price re¬ 

placement items (called substitutions) is to attempt a measurement of the qual¬ 

ity difference between items. One direct way to implement this approach 

would be to collect information from producers about the retail value of 

changes in each specific characteristic of each product. However, the large 

number of products and producers makes this impossible to accomplish in the 

time span required for producing a monthly price index. The use of a hedonic 

regression to measure the implicit price of a quality change is more feasible. 

and the idea that ‘quality’ involves the disaggregation of goods into constituent characteristics, 
permits us to say meaningful and useful things about situations which are usually felt to involve 
quality comparisons and which, without this approach, are difficult to subject to analysis” (p. 14). 
Further discussion may be found in Triplett (1986). 

2. For more detailed discussions of rates of product substitution in the CPI and the pricing 
practices of U.S. apparel manufacturers and retailers, see Armknecht and Weyback (1989), 
Armknecht (1984), and Pashigian (1988). 
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Griliches justifies the hedonic model: “The ‘hedonic,’ or, using a less value- 

loaded word, characteristics approach to the construction of price indexes is 

based on the empirical hypothesis (or research strategy) which asserts that the 

multitude of models and varieties of a particular commodity can be compre¬ 

hended in terms of a much smaller number of characteristics or basic attributes 

of a commodity and that viewing the problem this way will reduce greatly the 

magnitude of the pure new commodity or ‘technical change’ problem, since 

most (though not all) new ‘models’ of commodities may be viewed as a new 

combination of ‘old’ characteristics” (1971, 4). 

In the CPI, recent investigations on the use of hedonic modeling have con¬ 

centrated on the apparel area. The empirical findings from hedonic models for 

apparel items have led to two types of enhancements that have increased the 

number of constant quality price comparisons used in index calculations. 

(1) The collection documents, known as checklists, have been revised to en¬ 

able field representatives to better capture a complete set of measurable qual¬ 

ity characteristics for each item priced. This procedural change alleviated a 

previously troublesome problem regarding the identification of comparable 

quality substitutes for some discontinued apparel commodities. (2) The deci¬ 

sion rules used to determine whether an item is a comparable quality substi¬ 

tute have been improved by incorporating information from the hedonic mod¬ 

els on the importance of item characteristics.3 

This paper builds on this earlier work at the Bureau of Labor Statistics 

(BLS) by extending the hedonic regression techniques to develop measures of 

price change for substitute items of different quality that approximate market 

price changes better than current BLS methodology. Section 6.1 outlines 

the methodology. Section 6.2 compares the published CPI apparel indexes 

with those calculated in this study. Concluding remarks are presented in 

section 6.3. 

6.1 Methodology 

The price adjustments for substitute items of different quality developed in 

this study are based on hedonic parameter estimates, or implicit prices, cal¬ 

culated for characteristics found in two strata of women’s apparel. These 

strata are labeled in the CPI as women’s coats and jackets and womens suits. 

The choice of these strata was motivated both by index behavior reflecting 

minimal and even declining price changes over a long period and by the pres¬ 

ence of more substitutions with dissimilar-quality items in these strata than in 

other apparel strata.4 

3. Prior to this study, another investigation was conducted, culminating in Georges and Liegey 
(1988). Other internal studies involving the use of hedonic regression techniques have been under¬ 
taken and are currently under investigation for a number of CPI goods and services. 

4. Consumer price indexes are primarily published at the stratum level, which consists of group¬ 
ings of similar items. The regression models have usually been constructed at lower levels for 
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6.1.1 Data Source 

The characteristics and prices used in the study were collected by BLS field 

staff on checklists. Checklists are designed for a particular genus of goods or 

services and specify a broad range of characteristics. When data are collected 

for an individual item, characteristics on the checklist that are applicable to 

the item are noted and serve as a description of the item. This checklist per¬ 

mits the BLS field representative (in the next data collection period) to locate 

the same item or, if it is discontinued, to locate a suitable substitute item. Both 

strata of women’s apparel in this study use the checklist format enhanced by 

hedonic regression to improve the probability of selecting a comparable- 

quality replacement if substitution is necessary. To facilitate the choice of 

comparable-quality substitutes by field staff, the specified characteristics on 

this type of checklist are divided into three groups or “tiers.” The first tier 

contains major price-determining characteristics, the second tier minor price¬ 

determining characteristics, and the third tier product identifiers.* * * * 5 

6.1.2 The Hedonic Model and Parameter Estimates 

The hedonic approach to deriving implicit prices for characteristics of a 

commodity is as follows. The price of an item (P) is expressed as the sum of 

the product of implicit characteristic prices (b) times the quality characteris¬ 

tics (X 

p = K + 2 b,x, + e. 

The functional form used in this study is the semilog form. The dependent 

variable is the natural logarithm of price so that the 6, coefficients measure the 

ceteris paribus percentage change in price caused by a unit change in the qual¬ 

ity characteristic, Xr The intercept, b0, is the value of the base, or fundamen¬ 

tal, model of the item excluding the additional quality characteristics.6 

The data cover March and April 1989.7 The fiber content of an apparel item 

individual classes called entry level items (ELIs) or smaller subclasses called clusters. The apparel 
commodities chosen for this study happen to consist of one cluster per ELI. Additionally, these 
two ELIs are the only ELIs in their respective strata. The task of quality adjusting all eligible 
substitutions for a multiclustered ELI, a stratum with more than one ELI, or both requires the 
formulation of hedonic regression models at the cluster level. 

5. For more information about tiered checklists, consult Armknecht and Weyback (1989). 
6. The disturbance term, e,, is assumed to satisfy the basic properties of classic regression 

models constructed by the method of ordinary least squares. 

7. Armknecht and Weyback explain how data bases for (apparel) commodities are created. 
Basically, “two months [of cross-sectional data] are needed to include all local areas in the CPI 
because apparel is priced bimonthly in many areas. Characteristics and prices were integrated into 
a database containing the entire sample (separate databases were created for each stratum in this 
study). Any imputed prices as well as ‘sale’ prices were then replaced by the item's last regular 
reported price using historical price data. This approach enables both fall/winter and spring/sum¬ 
mer seasonal items to be fully and equally represented” (1989, 15). Another study is currently 
under consideration in which at least two or more cross-sectional samples would be pooled to¬ 
gether to create one data base. Differences in time periods would be accounted for by dummy 
variables. As more tiered checklist data become available, this option of calculating parameter 
estimates on the basis of pooled cross-sectional samples will become more viable. 
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is represented by continuous variables with discrete values from 0 to 100. 

Each of the remaining characteristics is represented by a binary dummy vari¬ 

able. Control variables for city size, region, and type of business were in¬ 

cluded to capture the effects of price variations across urban areas and sectors 

of the country and business pricing practices. Results pertaining to the coelfi- 

cients’ magnitude, direction, and significance for women’s coats and jackets 

and for women’s suits are reported in tables 6.1 and 6.2, respectively. These 

tables are arranged by quality characteristic, as described in the CPI data col¬ 

lection documents; they show the characteristics included in the base model 

and parameter estimates for the statistically significant price-influencing char¬ 

acteristics. 
Determination of the best set of characteristics to explain price for each 

stratum is naturally limited to physical attributes. This is a serious limitation 

with apparel because of the influence that fashion has on price. This subjective 

measure fashion is difficult to capture quantitatively since it relies strictly on 

(industry) opinion. To some extent, nonetheless, fashion can be captured pe¬ 

ripherally with such characteristic categories as type, design, brand/label, and 

closure found in tables 6.1 and 6.2. Other characteristic categories such as 

lining and fiber are more obvious candidates for inclusion in the regression 

models since their existence is so fundamental to the price of an apparel item. 

All these characteristics can be physically observed and tested to see the de¬ 

gree of influence, if any, they exert on price. The parameter estimates calcu¬ 

lated in each of the full linear regression models presented in tables 6.1 and 

6.2 are of considerable theoretical importance since their inclusion in the 

models makes logical sense and conforms with a priori expectations. 

Several tools were utilized to corroborate the determination of the best set 

of characteristics in terms of explanatory power and acceptable collinearity 

levels. Forward stepwise regressions were used to examine the relative impor¬ 

tance and significance of both continuous and dummy variables. In these step¬ 

wise regressions, as each variable was added to the model, existing variables 

remained statistically significant. Also, the relations between the variables 

were analyzed using a correlation matrix to help guard against multicollinear- 

ity in the regression models. Finally, price-determining characteristics were 

examined for frequency in the sample to ensure against the inclusion of vari¬ 

ables for which there were few observations and that had no direct influence 

on price. 
Within a characteristic category, specific characteristics contributed differ¬ 

ently to price depending on factors such as durability, comfort, general market 

supply, etc. The importance of a characteristic is indicated by the magnitude 

of its coefficient relative to the coefficients for the other characteristics in the 

category. For instance, inspection of tables 6.1 and 6.2 will reveal that luxu¬ 

rious fibers such as cashmere and silk were found to influence price more than 

ordinary fibers such as wool and cotton. Other results pertaining to table 6.1 

indicate that coat and jacket characteristics such as trenchcoat, all weather, 

and heavyweight styles are more price determining than lightweight, shirt 
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Table 6.1 Women’s Coats and Jackets- —Regression Model 

Parameter 

Characteristic Estimate r-Statistic 

Intercept 3.7487 45.383 

Type: 

All-weather 0.3945 7.118 

Raincoat 0.2344 3.332 

Heavyweight 0.2858 5.311 

Lightweight base 

Closure: 

Single-breasted -0.1902 -3.961 

Double-breasted base 

Design: 

Shirt jacket -0.1546 -2.588 
Windbreaker -0.5099 -8.043 
Balmacaan 0.2036 3.787 
Parka base 

Trenchcoat 0.3709 6.166 
Fiber: 

Cashmere 0.0214 6.069 
Wool 0.0078 10.680 
Cotton 0.0023 3.925 
Manmade base 
Leather 0.0127 10.101 

Lining: 

With 0.3103 5.662 
Without base 

Control: 

Full-service family 0.1417 2.353 
Discount department -0.4569 -7.451 
Full-service/ready to wear base 
Northeast 0.0963 2.114 
South 0.0886 2.117 
West base 
A-size city 0.1539 4.106 
B-size city base 
D-size city -0.1347 -2.213 

R2 = .60, N = : 904 

Note: All variables except those for fiber content are dummy (0, 1) variables. Since the dependent 
variable is the logarithm of price, the parameter estimates for each characteristic can be inter¬ 
preted as the percentage change in price associated with the presence of the particular character¬ 
istic. For the fiber specifications, the variables are continuous, with values from 0 to 100. The 
parameter estimates can be interpreted as the percentage change in price associated with a 1 
percent change in the content of a particular fiber. 
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Table 6.2 Women’s Suits- —Regression Model 

Parameter 

Characteristic Estimate t-Statistic 

Intercept 3.9224 23.768 

Fiber: 

Silk 0.0062 2.847 

Wool 0.0023 3.610 

Cotton -0.0036 -2.269 

Polyester -0.0057 -7.836 

Rayon/nylon base 

Brand/label: 

Store/private base 
3.233 National/regional 0.1575 

Exclusive brand 0.7286 6.006 

Composition: 

Jacket or coat 0.3056 -2.076 

Shirt or pants base 

Lining: 

With 0.7231 11.006 

Without base 

Control: 

Discount/ready to wear -0.2523 -2.213 

Full-service/ready to wear base 

A-size city 0.0855 1.931 

B-size city base 

Ft2 = .58, N = 430 

Note: All variables except those for fiber content are dummy (0, 1) variables. Since the dependent 
variable is the logarithm of price, the parameter estimates for each characteristic can be inter¬ 
preted as the percentage change in price associated with the presence of the particular character¬ 
istic For the fiber specifications, the variables are continuous, with values from 0 to 100. The 
parameter estimates can be interpreted as the percentage change in price associated with a 1 

percent change in the content of a particular fiber. 

jacket, and windbreaker styles. These results also are to be expected; they 

make sense when considering the durability and comfort, especially in cold, 

wet weather, that these characteristics provide. The closure characteristic 

group is more influenced by fashion than other groups. The closure character¬ 

istics for women’s coats and jackets indicate that single-breasted construction 

detracts from price, indicating that, while double-breasted construction may 

not cost more to manufacture, it is a feature that fashion-oriented consumers 

prefer to single-breasted construction. 
The regression model in table 6.2 reveals that the presence of an exclusive 

brand contributes more to price than a national/regional brand. This result 

is realistic when considering that the price of a London Fog-brand coat 

(national/regional) will inevitably be less than the price of a Gucci-brand coat 

(exclusive) if other characteristics are the same. The presence of a lining, 



216 Paul R. Liegey, Jr. 

which lends durability and comfort, in commodities in both strata is—as ex¬ 

pected—a positive price-determining characteristic. Finally, the signs of the 

coefficients were found to be reasonable for both strata. For example, the pa¬ 

rameter estimates for discount stores are negative, while those for full-service 

stores are positive. 

The parameter estimates in tables 6.1 and 6.2 measure the value added to 

the item by the presence of a particular quality characteristic. For the contin¬ 

uous variables, the parameter estimate represents the percentage contribution 

to the price of the item of a 1 percentage point increase in the content of a 

particular fiber. For the dummy variables, the parameter estimate represents 

the percentage contribution to the price of the item of the presence of a partic¬ 
ular characteristic. 

To calculate the quality-adjusted price, the parameter estimates were used 

in the following manner. Assume that a woman’s coat without lining contain¬ 

ing 20 percent wool and 80 percent polyester (a base variable) was no longer 

available for pricing and was replaced in the sample by a coat with lining 

containing 40 percent wool and 60 percent polyester, ceteris paribus. In this 

example, the value of a lining and 20 percent wool would be added to the 

price of the old item so that constant-quality prices could be compared. Since 

in this example polyester is considered to be a base variable (i.e., it neither 

adds to nor subtracts from the value of the coat), the value of 20 percent po¬ 
lyester is not subtracted from the price of the old item. 

6.1.3 Determination of Eligible Substitution Data 

Data for a full year—from November 1988 to October 1989—were used 

for both strata. Product specifications, arranged by collection period and ap¬ 

parel stratum, were analyzed. Substitutions eligible for price adjustment 

based on quality differences were determined by the following criteria:8 

1. All pertinent characteristics were reported for both items. 

2. The characteristics for an item were not contradictory. 

3. Parameter estimates existed for all characteristics that varied between the 
discontinued item and its replacement.9 

8. I gratefully acknowledge the contribution ot Melinda K. McAllister during this phase of the 
study. She devoted numerous hours deciphering thousands of characteristics. Her efforts culmi¬ 
nated in abridged listings that highlighted the degree of relevant characteristic variation for all 
substitutions evaluated in this study. These abridged characteristic listings greatly simplified deter¬ 
mination of substitutions eligible for quality adjustment. 

9. An exception to this criterion existed for characteristics considered to be "base” variables 
Theoretically, base variables neither add to nor subtract from the value of the item; i.e., they 
represent the quality level to which others are compared. These base variables are explicitly ex¬ 
cluded from hedonic regression models and not represented by parameter estimates as are price- 
determining variables. Only those pertinent characteristics that were significantly correlated with 
pnce and varied between the substitute items were used in the adjustment process. 
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Substitutions that met the three criteria were eligible for adjustment. Table 

6.3 shows the number of ineligible and eligible substitutions by collection 

period for each stratum, with the eligible substitutions in two groupings. The 

first group contains replacement items that possess identical price¬ 

determining characteristics. This group is labeled COMPARE. The second 

group contains replacement items that differ in one or more of the price¬ 

determining characteristics. This group is labeled ADJUST. 
Table 6.4 shows the breakdown of ineligible substitutions in terms of the 

three criteria. These criteria were applied sequentially in the order shown 

above in the text. The third criterion—lack of parameter estimates—was by 

far the major reason for substitutions being declared ineligible for price ad¬ 

justment. 

6.1.4 Adjusting Apparel Prices for Quality Differences 

The COMPARE group simply required direct price comparison between 

items. Theoretically, the types of substitutions found in this group should have 
been deemed comparable when they were originally reviewed for use in the 

CPI since the major price-contributing characteristics were identical for both 

items. However, in practice, price change is monitored, and, if the price 

change generated by two items with comparable characteristics exceeds estab¬ 

lished thresholds, it may be edited from index calculations and replaced by an 

imputed price change as discussed above for substitutions with items of dififer- 

Table 6.3 Breakdown of Substitutions 

Month 

Women’s Coats and Jackets Women’s Suits 

Ineligible Compare Adjust Ineligible Compare Adjust 

Nov. 1988 30 5 16 7 0 4 

Dec. 1988 19 1 11 2 3 0 

Jan. 1989 6 0 6 4 1 0 

Feb. 1989 19 3 11 6 4 6 

Mar. 1989 32 10 34 13 5 11 

Apr. 1989 30 7 20 12 2 12 

May 1989 10 1 6 4 2 7 

June 1989 3 1 8 1 2 1 

July 1989 2 1 2 1 0 5 

Aug. 1989 18 5 8 6 1 1 

Sep. 1989 29 11 27 10 3 12 

Oct. 1989 39 15 24 13 3 9 

Total 237 60 173 79 26 68 

Note: Ineligible substitutions did not meet the criteria listed in the methodology section of the 
text Eligible substitutions in which the replacement items possess identical price-determining 
characteristics are accounted for in the COMPARE column; those in which the replacement item 
differs in one or more price-determining characteristics are accounted for in the ADJUST column. 
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Table 6.4 Percentage of Substitutions Ineligible for Price Adjustment, by 

Criteria 

Pertinent 

Characteristics Contradictory Parameter Estimates 

Not Reported Characteristics Unavailable Other Total 

Women’s coats and 14.5 1.5 32.6 1.8 50.4 

jackets 

Women’s suits 3.5 1.2 41.0 0 45.7 

Note: The three criteria were applied sequentially in the order shown in the text in sec. 6.1.3. A 
substitution determined ineligible under the first or second criterion was not evaluated under the 
remaining criteria. 

ent quality. This type of price editing results mainly from BLS concerns that 

the checklist may fail to capture some aspects of the quality of the item priced. 

BLS is thus applying a “reasonableness” check based on the price differential. 

Product substitution of this nature is prevalent for apparel commodities owing 

to the difficulties encountered when trying to define and quantify notions of 

fashions and style. The COMPARE group accounted for approximately 26 

percent of all substitutions eligible for adjustment in both strata. 

Calculating price change for substitutions in the ADJUST group required 

an assessment of the quality difference between the old and the new items 

using the hedonic parameter estimates. The characteristics for both items were 

compared, and, when a major or tier 1 difference occurred, the price of the 

discontinued item was adjusted on the basis of the difference in characteris¬ 

tics. This adjusted price was then used in index recalculation. 

For example, assume that the discontinued item was an exclusive brand suit 

while the replacement item was a national/regional brand suit and that all 

other characteristics of the two items were the same. The discontinued item's 

price would be adjusted by subtracting the “exclusive brand" quality effect 

and adding the “national/regional brand” quality effect. A numeric example is 
presented in table 6.5.10 

10. As noted at the beginning of this section, the natural logarithm of price was used to calculate 
the parameter estimates in this study. Therefore, an antilogarithmic conversion of these estimates 
was necessary so that “same scale" price changes could be observed between the discontinued and 
the replacement items. In particular, the price of the old item was adjusted such that 

^(old. adjusted) Lold) ^ ^ ■ 

In the text example, x represents the national/regional brand value less the exclusive brand value 
and is computed by subtracting the parameter estimate for the exclusive brand quality, the discon¬ 
tinued item, from the parameter estimate for the national/regional brand quality, the replacement 
item. The resulting adjusted price for the discontinued item can be compared with the replacement 
item s price to produce a (theoretically) constant-quality price change that can be used for index 
calculation. The choice of the exponential function for parameter estimate conversion follows 
from the relation 

x = elnM. 

The exponent, x, as indicated in the example above, represents the aggregate value of all varying 
replacement item characteristics, as represented by the sum of their parameter estimates, minus 
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Table 6.5 Derivation of Estimated Price Change from Observed Prices for 

Exclusive and National/Regional Brands of Women’s Suits 

Observed Prices ($): 

Discontinued exclusive brand in period 1 262.50 

Substitute national/regional brand in period 2 157.50 

Parameter estimates (table 6.2): 

Exclusive brand characteristic 0.7286 

National/regional brand characteristic 0.1575 

Difference —0.5711 

Price in period 1 adjusted for quality difference ($), (262.50) * e~ 5711 148.29 

Estimated constant-quality price change (%), [(157.50/148.29) — 1.0]* 100 6.2 

6.1.5 Recalculating Apparel Indexes with the Adjusted Data 

For each apparel stratum, four indexes were developed. The first index, 

labeled PUBLISHED, reproduces the not seasonally adjusted CPI-U (the ur¬ 

ban population CPI). The second, labeled COMPARE, includes the substitu¬ 

tions described above in which a direct price comparison without any quality 

adjustment was possible. The third, labeled ADJUST, includes the substitu¬ 

tions in which the hedonic parameter estimates were used to develop a quality 

adjustment. The fourth, labeled COMPARE/AD JUST, includes both types of 

substitutions. 
To compute the indexes for each group, COMPARE, ADJUST, and COM¬ 

PARE/ADJUST, the adjusted prices were entered into a Statistical Analysis 

System (SAS) program simulating an actual CPI estimation. Indexes were 

computed for each group by collection period and stratum. Aggregated price 

change was then calculated for each stratum, reflecting the quality-adjusted 

data. The aggregate price change is the ratio of the weighted sum of prices in 

the current period to the weighted sum of prices in the previous period for a 

specific item stratum within a market basket (index area). Generally speaking, 

the weight for each price quote is the estimate of the average expenditure for 

the stratum in a retail outlet as determined from the Consumer Expenditure 

Survey (CEX) and Point of Purchase Survey (POPS). Price changes for the 

U.S. city level, such as those examined in this study, are obtained by summing 

price changes over all index areas using aggregation weights derived from the 

CEX.11 

the aggregate value of all counterpart discontinued item characteristics, as represented by the sum 
of their parameter estimates. In general, as this difference in aggregate parameter values becomes 
larger the difference between the logarithmic quality-adjusted price and the “true” quality- 
adjusted price becomes much larger. Failing to account for this antilogarithmic conversion will 
result in distorted price change results between the discontinued and the replacement items. I am 

grateful to Marshall B. Reinsdorf for bringing this matter to my attention. 
11 The SAS program that simulates index computation was devised by Kenneth J. Stewart. 

Without this program, it would have been virtually impossible to observe and measure the effect 
of the constant-quality price changes. Stewart’s advice and comments throughout the development 
of this paper are also greatly appreciated. Additional information on the estimation of expenditure 

and population weights are provided in BLS (1988, chap. 19). 
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Given recalculated price changes, new index numbers were computed. For 

each stratum and group, the published CPI index number recorded one collec¬ 

tion period prior to the start of the study period was used as a beginning point. 

Since the study period began in November 1988, the published index number 

for October 1988 was multiplied by the stratum-level price change recalcu¬ 

lated for November 1988. The resulting index number, rounded olf to three 

decimal places, was then recorded as the recalculated index number for No¬ 

vember 1988. This recalculated index number was then multiplied by the new 

price change calculated for December 1988 to obtain the recalculated index 

number for December. This process continued for each month of the study 

period. The results are presented in table 6.6 and figure 6.1 for women’s coats 

and jackets and table 6.7 and figure 6.2 for women’s suits. 

6.2 Empirical Findings 

The results presented in this section measure both the effect of replacing 

edited price changes with observed price changes for substitute items with the 

Table 6.6 Indexes for Women’s Coats and Jackets 

Month Published Compare Adjust 

Compare/ 

Adjust 

Oct. 1988 110.337 
Nov. 1988 108.650 108.666 107.065 107.082 

(-1.5) (-1.5) (-3.0) (-3.0) 
Dec. 1988 104.546 104.614 102.491 102.560 

(-3.8) (-3.7) (-4.3) (-4.2) 
Jan. 1989 100.219 100.285 98.262 98.328 

(-4.1) (-4.1) (-4.1) (-4.1) 
Feb. 1989 104.554 104.604 102.893 102.948 

( + 4.3) ( + 4.3) ( + 4.7) ( + 4.7) 
Mar. 1989 112.780 111.358 110.512 110.831 

( + 7.9) ( + 6.5) ( + 7.4) ( + 7.7) 
Apr. 1989 114.409 114.316 110.947 112.462 

(+1.4) ( + 2.7) (+.4) (+1.5) 
May 1989 110.067 109.898 105.869 107.235 

(-3.8) (-3.9) (-4.6) (-4.6) 
June 1989 106.439 105.579 101.479 102.110 

(-3.3) (-3.9) (-4.1) (-4.8) 
July 1989 102.053 101.983 100.252 101.604 

(-4.1) (-3.4) (-1.2) (-0.5) 
Aug. 1989 104.197 105.347 104.258 106.603 

( + 2.1) ( + 3.3) (+4.0) ( + 4.9) 
Sept. 1989 112.726 113.879 114.894 117.453 

( + 8.2) ( + 8.1) (+10.2) (+10.2) 
Oct. 1989 116.205 117.389 117.587 120.473 

( + 3.1) ( + 3.1) ( + 2.3) ( + 2.6) 

Note: The indexes correspond to the 
in parentheses. 

not seasonally adjusted CPI-U. Percentage change is given 
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INDEX LEVEL 

Fig. 6.1 Women’s coats and jackets 

Table 6.7 Indexes for Women’s Suits 

Month Published Compare Adjust 

Compare/ 

Adjust 

Oct. 1988 

Nov. 1988 

Dec. 1988 

Jan. 1989 

Feb. 1989 

Mar. 1989 

Apr. 1989 

May 1989 

June 1989 

July 1989 

Aug. 1989 

Sept. 1989 

Oct. 1989 

126.035 

122.467 

(-2.8) 

120.133 

(-1.9) 

116.075 

(-3.4) 

117.258 

(+1.0) 
139.524 

(+ 19.0) 

135.962 

(-2.6) 

128.061 

(-5.8) 

119.991 

(-6.3) 

114.157 

(-4.9) 

121.180 

( + 6.2) 

132.411 

( + 9.3) 

133.937 

(+1.2) 

122.467 

(-2.8) 

122.995 

( + 0.4) 

119.454 

(-2.9) 

121.832 

( + 2.0) 

146.914 

( + 20.6) 

143.299 

(-2.5) 

135.271 

(-5.6) 

126.453 

(-6.5) 

120.305 

(-4.9) 

127.646 

( + 6.1) 
140.791 

(+10.3) 

141.782 

( + 0.7) 

122.332 

(-2.9) 

120.000 

(-1.9) 

115.947 

(-3.4) 

114.950 

(-0.9) 

135.572 

(+17.9) 

131.780 

(-2.8) 

124.753 

(-5.3) 

116.834 

(-6.3) 

109.552 

(-6.2) 

116.423 

( + 6.3) 

125.510 

( + 7.8) 

126.415 

( + 0.7) 

122.332 

(-2.9) 

122.859 

( + 0.4) 

119.322 

(-2.9) 

119.455 

( + 0.1) 

142.795 

(+19.5) 

138.933 

(-2.7) 

131.789 

(-5.1) 

123.138 

(-6.6) 

115.463 

(-6.2) 

122.647 

( + 6.2) 

132.692 

( + 8.2) 
133.061 

( + 0.3) 

Note: The indexes correspond to the not seasonally adjusted CPI-U. Percentage change is given 

in parentheses. 



222 Paul R. Liegey, Jr. 

INDEX LEVEL 

Fig. 6.2 Women’s suits 

same characteristics and the effect of using hedonic regression models to ad¬ 

just apparel prices for quality differences in substitute items with different 

price-determining characteristics. Interpretations and conclusions drawn from 

these empirical findings are limited in scope. More general conclusions con¬ 

cerning the effects of using hedonic models in quality adjustments for all CPI 

apparel commodities will require further research when more resources can 

be allocated to the project. 
Test indexes replicating the published apparel CPIs located in tables 6.6 and 

6.7 indicate that the annual October 1988-October 1989 index change for 

women’s coats and jackets and women’s suits are +5.3 and +6.3 percent, 

respectively. The results for the two strata including the new informa¬ 

tion gleaned from the hedonic models reveal the differences between the pub¬ 

lished indexes and those developed for each of the test groups—COMPARE, 

ADJUST, and COMPARE/ADJUST. 

6.2.1 COMPARE Group Results 

The results of hedonic models permit the development of a consistent set of 

criteria for making the decision about substitution comparability. For women’s 

coats and jackets, use of these criteria results in the annual price change being 

+ 1.1 percentage points greater than that for the published index (COM¬ 

PARE, + 6.4, vs. PUBLISHED, +5.3). In the case of women’s suits, this 

effect is even larger, with the annual price change +6.2 percentage points 

greater (COMPARE, +12.5, vs. PUBLISHED, +6.3). Thus, uncertainty 

about quality change versus price change resulted in some price change being 

excluded from the published index for both strata. 
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6.2.2 ADJUST Group Results 

The parameter estimates from the hedonic models are used to make price 

adjustments based on quality differences when sufficient information on the 

price-determining quality characteristics of the discontinued and substitute 

items are available. For women’s coats and jackets, this results in the adjusted 

annual price change being +1.3 percentage points greater than that for the 

published index (ADJUST, +6.6, vs. PUBLISHED, +5.3). This implies 

that, over the test period, some price change was treated as quality change and 

excluded from the published index. For women’s suits, the effect of using the 

parameter estimates from the hedonic model for adjusting price on the basis 

of quality differences was the reverse. The adjusted annual price change was 

6.0 percentage points lower than the published change (ADJUST, +0.3, vs. 

PUBLISHED, +6.3). This result implies that some quality change was 

treated as price change and included in the published index. 

6.2.3 COMPARE/ADJUST Group Results 

When the two individual approaches are combined, the effects become in¬ 

teractive because of the method of CPI estimation. This is a result of the im¬ 

putation procedure used for items that do not have current price information 

because they are out of season, temporarily out of stock, or discontinued— 

that is, when a noncomparable substitution occurs. When more items are 

deemed comparable, as with the COMPARE group, more information is used 

in index estimation. The new information includes both the new price changes 

and the new average price change used for imputation. The same holds true 

when more price changes are used owing to quality adjustments, as in the 

ADJUST group. When both groups of information are used together, they 

have an interactive effect on the average price change used for imputation. 

In the case of women’s coats and jackets, the combined effects result in an 

annual price change that is +3.9 percentage points above that for the pub¬ 

lished index (COMPARE/ADJUST, +9.2, vs. PUBLISHED, +5.3). This 

indicates that a downward bias may exist in the published index owing to price 

change being treated as quality change and excluded from the (published) 

index. In the other case, the combined effects for women’s suits result in an 

annual change that is 0.7 percentage points below that for the published index 

(COMPARE/AD JUST, +5.6, vs. PUBLISHED, +6.3). This indicates that 

an upward bias may exist in the published index owing to quality change 

being treated as price change and included in the (published) index. 

6.2.4 Interpretation of Test Group Results 

The most striking difference in the results between the apparel strata is the 

difference in the direction of the potential bias in the price indexes. In the case 

of coats and jackets, the difference between published and test indexes indi¬ 

cates a positive quality change. By contrast, the case of women’s suits indi¬ 

cates a negative quality change between published and test indexes. 
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Results of this nature may be directly linked to the complexity of the com¬ 

modity (or service) under consideration. Women’s suits, which are frequently 

composed of at least two, and sometimes three, components, are difficult to 

keep constant from discontinued to replacement item because of the great 

number of characteristics. Consequently, the published index for women’s 

suits may have reflected more quality change than the (published) index for 

women’s coats and jackets because it is more difficult to capture quality fac¬ 

tors for the former than the latter. As a result, test indexes may not perform 

consistently when the degree of quality “creep” varies for published indexes. 

Given the description of the apparel market presented earlier (i.e., that 

manufacturers and retailers pass along any price increase when new items are 

introduced at the beginning of the fall/winter and spring/summer selling sea¬ 

sons), the test results for women’s coats and jackets should be more indicative 

of what should occur when other commodities are tested. 

6.2.5 Additional Sources of Explanation for Index Behavior 

The different behavior of these test indexes may also be attributable to the 

following factors. 
First, the “success” of test index behavior is greatly determined by the “ac¬ 

curacy” of the implicit characteristic prices. A measure of this accuracy is the 

explanatory power, R2, of the models. The models presented possess implicit 

prices explaining approximately 60 percent of the variation in (the natural 

logarithm of) price. Given the nature of these commodities—that is, the in¬ 

herent difficulty associated with quantifying fashion—explanatory powers of 

60 percent are “reasonable.” However, when using these models to determine 

the dollar value of quality differences between substitute items, it should be 

recognized that test indexes may not always behave alike. Models for com¬ 

modities possessing characteristics that, unlike fashion, are easily quantified 

would display greater explanatory power. 

Second, the actual number of substitutions adjusted for quality differences 

in the samples available for this study may have been inadequate to produce 

consistent test index behavior. The two primary reasons for exclusion of sub¬ 

stitutions in this study, noted in table 6.4 above, were missing characteristics 

and unavailable parameter estimates for characteristics that varied between 

items. Lack of parameter estimates was by far the major reason for substitu¬ 

tions being declared ineligible for price adjustment. Unfortunately, little head¬ 

way has been made in developing parameter estimates for quality factors or 

characteristics that appear infrequently in the CPI data base. Therefore, qual¬ 

ity adjustment of these characteristics is effectively precluded. A method for 

treating characteristics without parameter estimates must be devised in order 

to reduce this potential source of substitution ineligibility. 

The explanations outlined above are meant to convey possible reasons for 

differences in behavior of the test indexes. These explanations are plausible 

owing to their intrinsic links to the quality-adjustment procedure. Continuing 
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efforts focused on reducing the number of ineligible substitutions will further 
decrease potential index bias. 

6.3 Summary 

Historically, eliminating potential index bias generated when substitute 

items of different quality have been selected for use in the CPI has been a 

difficult task. Nowhere has this bias been more suspect than with apparel com¬ 

modities whose indexes have reflected minimal price changes or even declin¬ 

ing prices over long periods. Revision of data collection procedures and ma¬ 

terials has been oriented toward increasing the likelihood that a comparable 

item will be chosen by the CPI data collection staff as a replacement for the 

discontinued item. However, in situations when selection of a noncomparable 

item is unavoidable, action must be taken so that constant quality price change 

is captured. 

This paper has outlined the empirical results of applying an important tool 

to provide better estimates of price change. Adjustment of substitute items of 

different quality using parameter estimates developed for apparel commodity 

characteristics from hedonic regression techniques has been demonstrated. 

Greater emphasis must be placed on developing models that explain those 

factors that influence the prices of goods and services. Also, continued en¬ 

hancement of collection documents and review procedures is needed to mini¬ 

mize the possibility of missing important data on quality characteristics. Pur¬ 

suit of these broad goals will lead to a more adequate separation of price and 

quality change when items are replaced with substitutes of different quality. 

6.4 Postscript 

Since January 1991, BLS has employed about twenty hedonic regression 

models to assist with the production of published consumer price indexes for 

apparel commodities in the manner described in this article. Further research 

to examine the consistency of index performance among these different com¬ 

modities could be conducted by removing the hedonic price adjustment effect 

from the CPI data. At least a twelve-month period should be analyzed in order 

to include both spring/summer and fall/winter selling seasons. Research of 

this depth, which would require more resources than were available for this 

study, would provide more conclusive evidence. 
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7 The Effect of Outlet Price 
Differentials on the U.S. 
Consumer Price Index 

Marshall Reinsdorf 

A major trend in the twentieth-century marketplace has been the replacement 

of small independent “mom-and-pop”-style retailers with large retail estab¬ 

lishments owned by chains. Since prices at the large cash-and-carry self- 

service stores were often much lower than prices at the small independent 

stores that they supplanted, Denison (1962, 162) suggested that, over the long 

term, the “revolutionary changes in establishment type that have taken place 

in retail trade” may have caused a substantial upward bias in the U.S. con¬ 

sumer price index (CPI). Key in Denison’s argument was an analysis of the 

effect of the Bureau of Labor Statistics (BLS) linking procedure for incorpo¬ 

rating new stores into CPI outlet samples. 

The present paper examines whether there exists a systematic tendency that 

is not reflected in the CPI for consumers to shift their retailer patronage pat¬ 

terns in ways that reduce the average prices they pay and hence their cost of 

living. Oi (1990, 15) documents the postwar trends away from higher-priced 

small independent food retailers, calculating, for example, that, between 

1940 and 1980, the number of households per food store rose from 78 to 481 

while the chains’ share of food sales grew from 35.2 to 46.7 percent. More¬ 

over, the effect of retail industry evolution on the CPI is not a matter of solely 

historical interest: trends of market share gains by lower-priced retail industry 

segments are continuing. The April 1989 Progressive Grocer annual report on 

the industry shows that the trends identified by Oi persisted up to 1988, as 

Marshall Reinsdorf is an economist in the Office of Economic Research, Bureau of Labor Sta¬ 

tistics, U.S. Department of Labor. 
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Bureau of Labor Statistics. The author is grateful to Diane Primont for helping him obtain and 
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Foss and Marilyn Manser for helpful suggestions. 
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food stores went on declining in numbers and growing in average size while 

the chains increased their market share to almost 50 percent. Furthermore, 

both low-priced economy format food stores and very large “extended for¬ 

mat” food stores experienced such rapid growth between 1979 and 1988 that 

their combined market share grew from about 31 percent to about 50 percent 

of the industry. Equally noteworthy is the rise in off-price food sales by whole¬ 

sale clubs, general merchandise discounters, and drug stores. When in Feb¬ 

ruary of 1988 Grocery Marketing decided to begin including wholesale clubs 

in its annual industry profile “Who’s Who in the Grocery Marketplace,” the 

Price Club, founded in 1976, had a 1987 national food market share rank of 

eighteenth, and Sam’s Wholesale Clubs had a rank of twenty-sixth despite 

having existed for fewer than five years.1 Finally, even within the class of 

traditional, full-service supermarkets, the phenomenal gains of the low-priced 

chain Food Lion, whose market share rank climbed from forty-second in 1980 

to thirteenth in 1987 (see Grocery Marketing, February 1988; and Business 

Guides 1980), suggest that stores pursuing low-price strategies may collec¬ 

tively be capturing an increased market share. 
Gains by lower-priced retailers at the expense of traditional vendors are not 

limited to food retailing. In general merchandise retailing, Wal-Mart, which 

generally offers much lower prices than the small town independent retailers 

it has often replaced, has now supplanted Sears as America’s largest retailer. 

Off-price “mill outlet” retail centers such as Potomac Mills near Washington, 

D.C., and budget-priced home furnishings sellers such as Ikea are also cap¬ 

turing business from higher-priced competitors. In some cases, the ascend¬ 

ance of price-oriented discounters at the retail level has purportedly even led 

to pressure on manufacturers’ prices. For example, in a 30 July 1990 article 

on Briggs and Stratton entitled “Discount Trend’s Ripple Effect,” the New York 

Times reports, “Because of a fundamental change in American retailing—the 

move by consumers away from full-line, full-price department stores and 

neighborhood merchants to discount specialty stores and discount mass mer¬ 

chants—lawn mower prices have been falling steadily in recent years. Those 

price declines have greatly benefited shoppers around the country but have 

dragged [Briggs and Stratton’s] profits down with them.” 

The empirical results reported in the present paper suggest that the bias in 

the food and gasoline components of the CPI arising from changes in consum¬ 

ers’ patronage patterns could potentially have been large during the 1980s. 

For food at home, one method of determining an upper bound for outlet sub¬ 

stitution bias yields an astoundingly large estimate of 2 percent per year. For 

unleaded gasoline, that method gives an upper bound estimate of nearly 1 

I. About 35 percent of the sales of the wholesale clubs are to consumers (Wall Street Journal, 
7 November 1990). Therefore, even though their overall market share overstates their importance 
for the consumer population whose costs are tracked by the CPI, the wholesale clubs are still 
important enough to influence the average prices that consumers pay for food and other merchan¬ 
dise significantly. 
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percent per year, although, if the reduction in the average price paid attribut¬ 

able to the shift to self-service is not counted, the estimate falls to about 0.5 

percent per year. A second estimator gives more moderate values of 0.25 per¬ 

cent per year for both food and gasoline. 

7.1 Consumers’ Seller Substitution Behavior 

A prerequisite for consumer benefits from cost-reducing seller substitution 

to exist and yet not be reflected in the CPI is the presence of persistent price 

dispersion in retail markets. If on the entry of a low-priced competitor into a 

retail marketplace the other sellers’ prices decline sufficiently to match the 

entrant’s prices after a “quality” adjustment for any differences in the value of 

the retailer’s services, convenience, or ambience,2 then an index that tracks 

only incumbents’ price changes will remain unbiased. Such complete price 

matching may occur rarely, however. As Denison observes, similar products 

may simultaneously be sold by high-priced and low-priced retailers because 

time lags are required for market disequilibria to resolve themselves rather 

than because their quality-adjusted prices are identical. Indeed, the pattern of 

consistent gains in market share by retailers with lower-priced formats is evi¬ 

dence that they offer consumers superior value. In addition, the academic lit¬ 

erature on the role of costly information in consumer markets indicates that 

price dispersion in a market need not be a very short-term phenomenon. Stig- 

ler (1961), who reports sizable price variation in samples of Chevrolet and 

coal dealers, argues that price dispersion is generally present in retail markets 

because information is not costless for consumers. Pratt, Wise, and Zeck- 

hauser (1979) and Carlson and Pescatrice (1980) find substantial price disper¬ 

sion for larger samples of consumer products. Successful tests of costly infor¬ 

mation models of retail price dispersion by Marvel (1976), Dahlby and West 

(1986), and Van Hoomissen (1988) furnish empirical evidence that outlet 

price differentials are at least partly real rather than merely reflective of differ¬ 

ences in quality. 
The entry of lower-priced outlets is not the only possible source of shifts in 

consumers’ patronage toward outlets whose prices are lower. Consumer 

search theory implies that consumers may substitute outlets in response to 

changes in the distribution of the prices offered by incumbents or even—as 

Anglin and Baye (1987) observe—in response to changes in their own search 

costs.3 Nevertheless, change in the composition of retailing industries is the 

2. In the price index literature, any attribute of an item that affects its value to consumers is 
regarded as a component of the item’s “quality.” Outlets may offer a number of services and 
features in conjunction with the goods they sell that are valued by consumers. Erlich and Fisher 
(1982) emphasize the provision of information, while Betancourt and Gautschi (1988) also dis¬ 
cuss convenience of location, depth and breadth of product assortment, guarantee of product 

delivery, and appealing ambience. 
3. In the case of an increase in search costs, outlet substitution will, of course, increase the 

average price paid. However, in equilibrium, sellers’ responses to changes in consumers search 



230 Marshall Reinsdorf 

most important reason for concern about the effects of outlet substitution by 

consumers because such change may be associated with substantive long-run 

bias in the CPI. 
Closely related to outlet substitution are brand and variety substitution by 

searching consumers. Variety substitution occurs because even a given brand 

of a given good may come in more than one size, style of packaging, or po¬ 

tency. In addition, changes between different variations of a product, such as 

switching from an XT-type personal computer to an AT or from a conven¬ 

tional tape player to one with digital technology, may be considered variety 

substitutions. Because the brands or varieties of a good are near-perfect sub¬ 

stitutes, only one of them will generally be purchased by a consumer on a 

given occasion. Thus, brand or variety substitution may be treated as a result 

of a search process just as outlet choice is. Furthermore, many of the results 

of outlet substitution are equally applicable to brand substitution. Consumers 

may realize cost savings through the substitution of brands or manufacturers 

just as they may from outlet substitution, and manufacturers may gain market 

share through offering a lower quality-adjusted price than competitors just as 

outlets may; consider, for example, the gains of generic products in ethical 

drug markets. Moreover, in the U.S. CPI, the rotation of outlets and of brands 

and varieties is generally simultaneous because, when a new sample of outlets 

is drawn, a new sample of brands and varieties is drawn as well. 

Since the focus of the present paper is outlet substitution, in the discussion 

that follows it will be convenient to refer only to outlet substitution even 

though often the comments could also apply to brand and variety substitution. 

It should be noted, however, that, despite the many analogies that exist be¬ 

tween outlet and brand/variety substitution, two important differences exist 

between these phenomena in the CPI. First, in certain cases, there is more 

scope for very large gains in quality in the case of new varieties; examples are 

important product innovations from the fields of electronics and medicine. 

Second, when a product variety is dropped by a retailer or modified by its 

manufacturer, it is sometimes possible to adjust the price of the variety substi¬ 

tuted for it in the CPI sample for quality differences using data on its charac¬ 

teristics. In contrast, when one outlet replaces another in the CPI sample, 
overlap price linking is always employed. 

7.2 BLS Outlet Sampling and Linking Procedures 

In order to see how the systematic displacement of high-priced outlets (and 

brands) by low-priced ones of equal quality would bias the CPI upward, it is 

costs will largely neutralize any effect of such changes on market shares. For example, simulations 
of the effect of search cost changes in a modified version of the Carlson and McAtfee (1983) 
equilibrium price dispersion model in Reinsdorf (1988) show that outlets adjust their prices so that 
their market shares are approximately preserved. 
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necessary to understand BLS outlet sampling and linking procedures. Pricing 

the same varieties at the same outlets over time would be most consistent with 

the Laspeyres fixed-weight philosophy of the CPI, but it is not feasible. As 

outlets and varieties disappear, the sample size would become inadequate, 

while the evolution of consumer patronage patterns would make such a 

sample increasingly unrepresentative for tracking changes in consumers’ cost 

of living. Consequently, BLS continuously refreshes its CPI outlets samples, 

with about one-fifth of U.S. cities undergoing sample rotation in any year. 

The outlet sampling frame comes from the Continuing Point of Purchase Sur¬ 

vey (CPOPS), with an outlet’s probability of selection usually proportional to 

its share of consumers’ expenditures for the good in question. Once an outlet 

has been selected to furnish prices for a good, each brand and variety sold by 

the outlet has a probability of selection proportional to its sales.4 This proce¬ 

dure yields current, representative outlet and variety samples that provide un¬ 

biased estimates of the average price that consumers pay for an item at the 

time they are drawn. Nevertheless, just as when varieties are substituted, in¬ 

correct treatment of outlet quality differentials when the outlet sample changes 

could bias the CPI. 
When an outlet disappears from a CPI sample in month t, the average price 

of the item in month t - 1 is recalculated without that outlet’s price quote. 

Then, when the item’s average price in month t is compared to its average 

price in month t — 1 in calculating the CPI, identical sets of outlets and 

unique items will be represented in both months. Similarly, when CPI outlet 

samples are rotated, collection of prices from both the new and the old sample 

of outlets in the month before the new outlet sample prices are first used in the 

index allows a comparison over time of identical sets of outlets and items. In 

the overlap pricing month, the average price change in the old sample of out¬ 

lets is used to move the index, while, in the following month, only compari¬ 

sons of prices from the new outlet sample to their former values enter the 

index. Thus, when one outlet replaces another in the CPI sample, an implicit 

adjustment for a change in quality occurs based on the percentage difference 

between prices at the two outlets in the overlap pricing month. For example, 

if in that month the newly sampled outlet charges $0.80 for at item sold for 

$1.00 at the outlet that it is to replace, dividing the prices from the new outlet 

by 0.8 and then comparing them to prices from the old outlet will give the 

same values for the CPI that linking with overlap prices does. If the “law of 

one price” held so that all contemporaneous differences in prices in fact rep¬ 

resent quality differentials, this would, of course, be correct. Even entry by 

lower-priced, more efficient competitors would not bias the CPI because 

prices at the incumbent outlets in the CPI sample would quickly fall to match 

those competitors’ quality-adjusted prices. 

4. Occasionally, merchants are unable to furnish sales data, and fall-back methods, which are 
discussed in the BLS Handbook of Methods (U.S. Department of Labor 1988, 162-66), are used. 
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Persistent price dispersion arising from costly information appears to be 

quite common in retail markets, however. Moreover, those outlets ofFering 

genuinely lower prices can be expected to increase their market shares over 

time, resulting in gains for consumers but the removal of interoutlet price 

differentials from the CPI means that these gains will not be counted. 

Current BLS procedures may, of course, be the best feasible. Even if com¬ 

paring only prices in successive months of identical brands and varieties from 

the same outlets leads to bias, this practice probably reduces the mean square 

error of the index by removing the variance caused by stochastic changes in 

quality. Moreover, when the average price level paid by consumers changes as 

a result of systematic outlet substitution, the average quality level of retailer 

services is also likely to change. Absent a method to control for such quality 

changes, simply letting the CPI reflect the outlet price differential when con¬ 

sumers substitute outlets could also result in bias. 

7.3 The Theory of Outlet Substitution Bias in the CPI 

Bias in a cost-of-living (COL) index from consumers’ substitution of sellers 

is in many ways analogous to the textbook problem of bias arising in fixed- 

weighted COL indexes from consumers’ commodity substitution. (Theoreti¬ 

cal studies of commodity substitution bias date from Konus [1939]; for a text¬ 

book treatment, see Layard and Walters [1978].) Commodity substitution by 

utility-maximizing consumers responding to changing relative prices of goods 

leads to upward bias in a Laspeyres price index, such as the CPI, and to down¬ 

ward bias in a Paasche price index.5 These biases arise because consumers 

decrease their relative consumption of those goods whose prices have risen 

fastest and increase their relative consumption of the goods whose relative 

prices have fallen. Commodity substitution bias in COL indexes has long at¬ 

tracted economists’ attention, and careful empirical estimates of its magnitude 

exist for the United States.6 

In order to develop a simple theory of outlet substitution bias in the CPI, 

assume that consumers search for low prices but do not engage in commodity 

substitution. Under this condition, the true COL index is a weighted average 

of price indexes for individual commodities, so we can focus on the bias in a 

price index for a single representative product. An additional simplification is 

to focus on a single representative consumer.7 Under these assumptions, a 

5. In a Laspeyres price index, reference or “base" period commodity quantities are used for 
evaluating both reference and comparison period prices, while, in a Paasche price index, compar¬ 
ison period quantities furnish the price weights. 

6. Examples of such studies are Manser and McDonald (1988), Braithwait (1980), and Chris¬ 
tensen and Manser (1976). 

7. It is usual to discuss a single homogeneous group of consumers in deriving results in COL 
indexes from economic theory because difficult problems arise in aggregating across diverse con¬ 
sumers. In the present paper, this “representative consumer” approach is exemplified in the as¬ 
sumption that all consumers face the same price of search. Although the identical consumers 
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COL index that incorporates fixed reference period outlet weights and search 

costs will be greater than or equal to the true search-based COL index. This 

result corresponds to the familiar upward bias property of Laspeyres price 

indexes resulting from commodity substitution when relative prices of goods 
change. 

Let the marginal cost of search at time t be ct, and let the vector of prices 

offered by the n outlets in the market for the quantity of the good that consum¬ 

ers purchase be p,.* * * * 8 Denote the consumers’ expected cost of acquiring the 

good under the optimal search strategy by M(p, c), and denote the associated 

vector of probabilities of buying from each outlet by w, = w*(pt c,). Finally, 

define a total cost of search function C(wfp„ ct) as ct times the minimum ex¬ 

pected number of searches necessary to achieve an expected price at least as 

low as wfp(. For example, if w,rp, is greater than or equal to the unconditional 

expected price £(p,), then C(-) will equal cr If w,rp( equals the mean of the v 

lowest prices—as it might if wr reflects a reservation price strategy—then C(-) 

would equal cp.lv. 

The next step is to note that, since w, emerges from an economically opti¬ 

mal search of the distribution of offered prices pf, for any different set of outlet 

selection probabilities w, wrpf + C(wrp,, c) > M(p,c,). But the reference pe¬ 

riod weighted index is 

= <p, + C(WqP,, c,) 

M(p0, c0) 

>. <P, ~f C(wfo, c,) 

M(p0, c0) 

= M(p„ cf) 

m(p0, c0y 

L(P„ w, c„ p0, w0, c0) = 

(1) 

where the last expression in (1) is the “true” COL index. 

In the more general case of search for many substitutable goods, two 

sources of complication arise. First, as Anglin and Baye (1987) observe, sub¬ 

stitution possibilities make the optimal reservation price in each market de¬ 

pendent on the outcome of search in other markets. Second, comparisons of 

“true” indexes of the expected cost of living with fixed commodity and outlet 

weight COL indexes will necessarily reflect both commodity substitution bias 

assumption appears innocuous in the present context, for some problems this approach is not 
suitable. In particular, Reinganum (1979) finds that, if all consumers are identical, including 
having the same marginal search costs, sequential search strategies with no learning are consistent 

only with dispersed price equilibria in which no one chooses to search. 
8. In one of the cases examined below, food markets, it is more realistic to think of consumers 

as searching for the store offering the lowest price for an entire market basket rather than the 
lowest price for a single good. In this case, the elements of p, can be interpreted as the purchase 
price of the desired market basket at each of the n food outlets because, in the present analysis, 

every good is assumed to be purchased in a predetermined quantity. 
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and outlet substitution bias. The difference between a fixed-commodity- 

weight index and an index in which both commodity and outlet weights are 

fixed may be regarded as a pure measure of outlet substitution bias, however, 

and this approach has the advantage of avoiding the problem of reservation 

prices that are ex ante stochastic. Since a fixed-commodity-weight COL index 

can be expressed as a weighted average of individual commodities’ relative 

prices (or, in the case of searching consumers, commodities’ relative acquisi¬ 

tion costs), it is straightforward to generalize equation (1) to show that, in the 

multiple good case, outlet substitution bias is also nonnegative. 
It is worth noting that equation (1) implies that upward bias may occur in a 

fixed-outlet-weight price index even if the amount of price dispersion in the 

market is unchanged. The present inquiry into whether consumers reduce 

their cost of living in a way not measured by the CPI by substituting one outlet 

for another when outlets’ comparative prices change thus concerns the indirect 

implication of price dispersion for the CPI. The direct effect of changes in the 

amount of price dispersion on consumers’ cost of living is explored in Reins¬ 

dorf (1990), which finds that increases in price dispersion may cause a short¬ 

term upward bias in COL indexes employing fixed outlet weights. 

7.3.1 Indexes That Exclude Costs of Search 

Because measuring the costs of search itself is generally impossible, prop¬ 

erties of a feasible search-based COL index covering only prices paid are of 

as much interest as those of a complete searcher’s COL index. Generally, an 

index of searchers’ prices paid will also be upwardly biased when fixed refer¬ 

ence period outlet share weights are used, although, for certain changes in the 

distribution of offered prices, this need not be so. Manipulating equation (1) 

shows that 

(2) wjp, - w^p, > C(w„ p„ ct) - C(w0, p,, c,). 

As long as the effort devoted to search is nondecreasing over time, the 

fixed-outlet-weight index will rise faster than the average price paid by con¬ 

sumers. A decrease in the benefits and hence the quantity of search due to a 

drop in price dispersion in period t could, however, cause wjp/wjp0 to be less 

than w^p/w£p0. For example, if the highest-priced outlet lowers its price, re¬ 

ducing any fixed-weighted average of offered prices, its market share may 

increase by enough to cause the average price paid to rise. (This rise will, of 

course, be less than the decrease in average search expenses.) Yet a faster 

increase in the average price paid than in the average price that searching 

consumers would have paid had they not altered their outlet purchasing pat¬ 

terns is likely to occur rarely. When the offered price distribution changes 

enough to reduce consumers’ desired amount of search significantly, outlets’ 

price rankings will generally be altered. Such rearrangements of outlets’ price 

rankings will almost certainly have a greater effect on searchers’ outlet selec¬ 

tion probabilities than any reductions in the amount of search. Consumer 
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search will thus normally result in outlet substitutions that reduce consumers’ 
average price paid along with their cost of living. 

7.3.2 Effects of Outlet Entry and Exit 

Consumer search theory implies that, among a set of continuously existing 

outlets, those whose comparative prices decline will capture increased propor¬ 

tions of consumers’ purchases. Nevertheless, shifts of consumer patronage 

caused by searchers’ responses to the evolution of price relations among a set 

of continuously existing outlets can cause relatively little long-term bias in the 

CPI because gaps between competitors’ prices cannot grow indefinitely. Sub¬ 

stantial long-term bias could, however, arise from a process of gradual but 

steady replacement of higher-priced retail establishments by lower-priced en¬ 

trants. As was noted in the introduction, the revolutionary changes in the re¬ 

tailing industries created in part by declines in the real price of transportation, 

housing, refrigeration, and mass communication (see Oi [1990] and, for the 

effect of mass advertising, Steiner [(1973) 1976]) have evidently involved 

such a process. Moreover, the structure of many retail industries still seems to 

be evolving in favor of lower-priced outlets. Finally, consideration of eco¬ 

nomic theory implies that firms whose expected costs are lower than incum¬ 

bents’ are most likely to enter, while exit is most likely for the firms with 

higher than average costs. Given an association between high costs and high 

prices, this implies a tendency for low-priced retailers (as well as manufactur¬ 

ers) to replace high-priced ones in the marketplace. 

7.4 Price Level Differences between Old and New POPS-Based 

Outlet Samples 

The empirical evidence on price differentials between the outlets entering 

and those leaving CPI samples is discussed in this section and in section 7.5 

below. The analysis is limited to two classes of goods, food and energy, be¬ 

cause of data availability and price comparability considerations. If migration 

of consumer patronage to lower-priced outlets indeed occurs, it should be 

reflected in prices that are on average lower in newly sampled outlets. More¬ 

over, a finding of such a pattern would be evidence that outlet substitution bias 

exists in the CPI: even though lower prices may often be associated with lower 

quality, systematic gains by lower-priced outlets should occur only if their 

price savings exceed the value of any retailer services or ambience that their 

customers must forgo. 
Two approaches are possible for testing for the existence of outlet substitu¬ 

tion bias in the CPI. The first is to compare price levels in outgoing and in¬ 

coming CPI outlet samples, and the second—discussed in section 7.5 be¬ 

low—is to compare the evolution over time of unlinked sample average prices 

and their linked CPI component index counterparts. 

Since outlets’ probabilities of sample selection are proportional to the ex- 
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penditures reported for them in the CPOPS, the new outlet samples will reflect 

the evolution of consumer outlet choices over the preceding five years. In 

particular, obsolescence of the CPOPS share estimates is probably negligible 

in the few months that elapse before BLS first collects prices from the outlet 

samples reflecting those estimates, so that mean prices in new samples of 

outlets provide unbiased estimates of the average prices paid by consumers. 

Consumer search behavior and entry by lower-priced outlets should thus re¬ 

sult in lower prices on average in newly sampled outlets than in the ones they 

replace. 

The qualification “on average” is important for three reasons. First, changes 

in the quality of the outlets or the brands and varieties priced will undoubtedly 

occur. In some cities, increases in average outlet or brand quality will be re¬ 

flected in a higher price in the newly drawn sample. Second, even if outlets 

whose current prices are high have low market shares and low probabilities of 

sample selection, they will sometimes be selected instead of the high- 

probability, low-priced outlets. Although sampling according to size provides 

an unbiased estimate of the average price paid by consumers, the estimate for 

any particular city will have a high variance. Pooling across cities is probably 

necessary to get a reliable estimate of the bias in the CPI due to consumer 
outlet substitution behavior. 

Third, for goods usually purchased close to home, a potential source of 

noise in the estimation of outlet substitution effects may be differences be¬ 

tween the neighborhoods in a city selected for sampling in successive CPOPS 

waves. Since 1984, clustered sampling has been used for the CPOPS (U.S. 

Department of Labor 1988, 164). Furthermore, in some cases, definitions of 

sampling areas have changed to reflect their growth. In particular, in 1987, 

Norwalk was included in the New York/Connecticut suburbs sample area, 

while, in 1988, San Jose was added to the San Francisco area, and San Ber¬ 

nardino was added to the Los Angeles suburbs area. 

Unfortunately, comparisons of old and new CPI outlets samples are not 

purely tests for the effects of consumer outlet substitution. New samples of 

item brands and varieties are necessarily drawn at the same time that new 

outlet samples are drawn, so, for many goods, effects of brand and variety 

substitution will also be reflected in sample comparisons. A simultaneous test 

for outlet and brand/variety substitution is itself of interest since consumer 

search among brands of an item is in many ways analogous to search among 

outlets selling an item. Rising incomes and the introduction of improved prod¬ 

ucts could, however, lead to unmeasured growth in average brand or variety 

quality and an underestimate of the magnitude of outlet and brand substitution 
bias in the CPI. 

7.4.1 Testing for Sample Differences in the Location of the 
Price Distribution 

The form of an efficient estimator of the mean price level change between 

the old and the new CPI outlet samples is largely determined by the way the 
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data are collected. When rotating CPI outlet samples, BLS field representa¬ 

tives visit each outlet in the new sample twice before the old sample is 

dropped. The first visit, which is primarily to choose the brands and varieties 

to be priced, occurs three to six months prior to the link month for the area in 

which the newly selected outlet is located. The first set of observations from a 

new sample of outlets is thus spread out over a period of three or four months. 

These scattered observations can be utilized by deflating each new sample 

price quote by the mean price in the old sample for the corresponding good, 

size, and month. A geometric rather than an arithmetic mean of the old sample 

prices is used so that rates of change can be calculated by taking logarithms: 

logarithms of new sample prices that were deflated by arithmetic means would 

have a negative expected value even under the null hypothesis that prices 

come from the same distribution in both samples.9 Separate means are utilized 

for deflating different sizes or size classes to control for this important dimen¬ 

sion of variety quality because, even after expressing all prices on a par ounce 

basis, for most items size appeared to affect price. 
Collection of data in two months while the old outlet sample is still being 

priced and collection of prices for more than one item in many outlets mean 

that the data sets contain multiple price quotes from each new sample outlet. 

For food, 3,106 quotes from 584 newly sampled outlets imply an average of 

5.3 quotes per outlet, while, in the fuel data set, 516 quotes from 131 newly 

sampled outlets imply an average of 3.9 quotes per outlet. Since observations 

coming from the same outlet are unlikely to be independent, a simple mean of 

all the price changes in the data is not the minimum variance estimator of the 

mean price change between samples. Moreover, nonindependent data lead to 

a downward bias in the ordinary formula for the standard error of the mean. 

The efficient estimator of the mean price change and a consistent estimator 

of its standard error are easily derived in an error components framework. Let 

the logarithm of the ;'th deflated price quote from the ith outlet in the new 

s^jyiplg be p — |x -f- w(. "f Vij, where w,. and vv are independent outlet and 

quote-specific error components having constant variances, and where |x rep¬ 

resents the mean logarithmic price change between outlet samples. Also, de¬ 
note the number of observations from the ith outlet by Nn and let there be / 

outlets. The variance of Pij is E(u>) + £(v.2) = <x2 + a2, but the variance of 
p = i p /ft equals a2 + cr2v/Nr If a2 is positive because outlet effects are 

present,"then the ordinary mean of the deflated new sample prices is an ineffi¬ 
cient estimator of p. because it equals a weighted mean of the Pi in which the 

weights are N/N, where N = 2'=1 N,. The efficient weight for any Pi is in¬ 

versely proportional to its variance. Define w; as l/var(p;). Then 

9. Taking logarithms of the relative prices has two benefits. First, the logarithmic variable has a 
convenient interpretation as the percentage change in price levels between old and new samples. 
Second, price distributions tend to be right skewed, and, indeed, in the present study, the skewed- 
ness of the price logarithms was much closer to zero than was that of the prices themselves. The 
transformed data were thus less likely to suffer from heteroskedasticity and were more suitable for 

hypothesis testing using Student’s r-distribution. 
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(3) w, = NJ(Np2u + (Jl). 

The minimum variance estimator of |x is 

(4) R = 
™,P, 

2'=1 w, ' 

The variance of this estimator is simply 

(5) var(|i) = ——. w, 
It is, of course, necessary to have values for crj and cr^ in order to utilize these 

estimators. Values of <j2v and cr2u can be estimated on the basis of the separate 

means for each outlet. The variance of pi} remaining after outlet effects are 

removed provides an estimate for crj, an approach known as Henderson’s 

(1953) Method 3 in the statistics literature. That is, 

(6) &2V = 2'_, ^Lx{PiJ - p,)2/(N - I). 

The “total sum of squares” (TSS) is 2, 2 j(pij - p)2. Its expected value is 

(7) 
E (TSS) = E 

2f=l 0,7 - P- 

= u2u[N - (2; Nj/N)] + a2,(N - 1) 

Therefore, cr^ can be estimated as 

(8) &l = [TSS - &2(JV - l)]/[N - (I' Nf/N)]. 

Note that (8) can be interpreted as dividing the portion of the total variance 

of pij attributable to «. by the appropriate degrees of freedom. Substituting &2 
and &2v for u2u and cr2v in equations (4) and (5) results in the “feasible generalized 

least squares” estimator of the mean effect on collected prices of rotating out¬ 
let samples and its standard error. 

7.4.2 Empirical Results on the Effect of Sample Rotation on Price Levels 

Estimates of the price level differences in old and new outlet samples in 

cities undergoing CPOPS outlet rotation are presented in tables 7.1 and 7.2. 

The food and gasoline items used are described in the appendix. The time 

periods included in the analysis are all twelve months of 1987 and July 1988- 

June 1989. Clearly, much longer periods would have been desirable in order 

to study the long-run effects of structural change in the retailing industry. Un¬ 

fortunately, because CPI data are not collected for research purposes, archival 

files are accessible only with great difficulty, and data collected before 1987 
are inaccessible. 

The new food outlets’ mean rates of change from old outlet sample price 

levels appear in table 7.1. Pooling all food products in all cities results in an 

estimate of — 1.23 percent for p,, the mean price level change when outlet 
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Table 7.1 Effect of CPI Outlet Sample Rotation on Food Price Levels, 1987-89“ 

Area 

Mean % 

Change6 /-Statistic' 

Median % 

Change6 

No. of 

Outlets 

No. of 

Quotes 

All areas pooled -1.23 - 1.89** -.99 584 3,106 

Boston -4.83 - 1.72** -4.47 48 265 

Buffalo 4.56 2 29*** 2.09 22 129 

Cleveland -0.15 0.01 -1.95 42 133 

Denver 1.60 0.48 0.02 24 132 

Ft. Dodge -0.34 -0.10 -0.93 7 191 

Honolulu -4.41 -1.35* -4.22 21 137 

Los Angeles -1.50 -0.69 -0.76 62 213 

suburbs 

Miami -4.99 -1.96** 1.44 31 109 

Milwaukee 2.03 0.51 3.04 20 70 

Minneapolis -2.14 -0.55 -0.09 21 141 

New York and -3.71 -2.53*** -3.81 79 519 

Conn, suburbs 

Philadelphia -0.77 -0.51 -0.87 84 505 

Raleigh -2.63 -0.89 -4.02 23 98 

San Francisco 3.96 2.06*** 0.65 61 204 

Seattle -2.47 -0.70 0.96 16 127 

Tampa 3.30 1.29 2.62 23 133 

“Effect variable is log (/yP°), where P* is the ith new sample price quote for a particular size of a 

particular item, and P° is calculated as a geometric mean of the obsolete outlet sample price quotes for 

the item and size that it is to deflate. 

bEach outlet mean observation is weighted by its inverse variance. 

cOne asterisk denotes significance at the 10 percent level in a one-tailed test, two asterisks denote signif¬ 
icance at the 5 percent level in a one-tailed test, and three asterisks denote significance at the 1 percent 

level in a one-tailed test. 

dComputed using SAS default definition (see SAS User’s Guide: Basics, Version 5 ed., p. 1187). 

samples are rotated. If the average quality of the outlets and varieties is com¬ 

parable in the new and five-year-old samples, this estimate implies an upward 

bias due to outlet substitution in the food at home component of the CPI of 

0.25 percent per year. This figure is slightly larger than Manser and Mc¬ 

Donald’s (1988) point estimate of 0.18 percent per year for the average com¬ 

modity substitution bias in a Laspeyres price index for U.S. consumers, but it 

may possibly overstate the true outlet substitution bias because average qual¬ 

ity in the new samples may have declined along with average prices. After 

correcting as described above for the effects of nonindependence of repeated 

observations from the same outlet, the /-statistic for the pooled mean is - 1.9. 

The null hypothesis that price levels at newly sampled outlets are no lower 

than in outlets chosen five years before is thus rejected at the 5 percent level 

in a one-tailed test. 
Use of the efficient estimator given by (4) instead of the ordinary un¬ 

weighted mean has only a small effect on the point estimate of the effect of 
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Table 7.2 Effect of CPI Outlet Sample Rotation on Motor Fuel Price Levels, 1987-89* 

Area 

Mean % 

Changeb r-Statisticc 

Median % 

Change11 

No. of 

Outlets 

No. of 

Quotes 

All areas pooled -1.29 - 1.59* -3.19 131 516 

Boston 0.78 0.44 0.02 19 93 
Buffalo 10.23 4.77** 12.24 3 18 

Cleveland -3.88 -1.24 -6.96 18 54 
Denver -0.79 -2.08* -0.44 4 16 
Ft. Dodge -1.89 -0.94 -0.26 4 20 
Honolulu 3.50 0.89 6.71 4 18 
Los Angeles -7.91 — 3 43*** -9.51 10 33 

suburbs 

Miami -3.71 — 2 28*** -4.10 21 47 
Milwaukee 1.84 0.31 -3.52 3 8 
Minneapolis -7.84 -2.95** -6.15 3 14 
New York and 4.53 1.05 4.90 8 44 

Conn, suburbs 

Philadelphia -0.92 -0.45 -3.19 15 80 
Raleigh -2.65 -1.29 -0.98 5 15 
San Francisco 2.41 0.37 -5.01 7 20 
Seattle -1.92 -4.45* -0.44 3 18 
Tampa 0.06 0.02 0.86 4 18 

“See table 7.1, n. a. 

bSee table 7.1, n. b. 

cSee table 7.1, n. c. 

dSee table 7.1, n. d. 

outlet rotation on price levels. In particular, for the pooled cities, the un¬ 

weighted mean price change is - 1.32 percent. In contrast, correcting for the 

correlation of observations from the same outlet does have a major effect on 

the estimated r-statistics: the ordinary formula would have implied a /-statistic 
of — 3.0 for the pooled mean. 

The median difference between food outlet price averages is — 1 percent. 

The median is, of course, a less efficient statistic than the mean, both because 

it does not take magnitudes of observations into account and because it treats 

all outlet observations identically regardless of how many quotes they 
average. 

Table 7.2 reports mean percentage differences between price levels in new 

and old samples of outlets for motor fuel. The items included are various 

grades of gasoline and diesel fuel. The pooled estimate for the mean outlet 

price difference between samples is —1.29 percent, which also implies an 

upper-bound estimate for CPI outlet substitution bias of about 0.25 percent 

per year. Yet, despite the similarity of this estimate to the food result, its 

/-statistic of - 1.6 does not quite attain the - 1.645 cutoff for significance at 

the 5 percent level in a one-tailed test. The lower /-statistic for motor fuel is 
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evidently a result of a much smaller sample size: the standard deviation of fuel 

outlet price differences was actually lower than the standard deviation of food 

outlet differences. Yet, even for fuel, sizable variation in deflated new outlet 

price levels is indicated by the dispersion of the individual city means. This is 

not surprising given that outlets with a small market share are nevertheless 

likely to be selected for the CPI samples in at least a few cases. In addition, 

there may be noise due to variations in outlet, brand, and neighborhood qual¬ 

ity, as discussed above. Large samples of outlets are evidently necessary to 

achieve highly significant results because of the modest magnitude of the out¬ 

let substitution bias effect and the large variation in prices between outlets and 

brands and varieties that cannot be explained or is due to unmeasured random 

changes in quality. 

7.5 Inflation Rate Differences between BLS Average Price Series and 

CPI Components 

The second way of testing whether a potential exists for outlet substitution 

bias in the CPI is to compare the growth of the average price (AP) series 

published by BLS with that of corresponding components of the CPI. The AP 

series for an item tracks the price paid on average for a representative variety 

by the all-Urban CPI population of U.S. consumers. There should be little 

quality variation due to changing varieties in the AP series because a single 

variety is typically chosen to represent an item in that series. Narrow variety 

specifications are adopted by the AP program in order to minimize variation 

in quote quality: the “link with overlap price” procedure for controlling for 

quality changes is not appropriate because dollar values rather than index 

numbers are published. Instead, when new outlets enter the sample, any 

prices that they furnish for a variety eligible for the AP program are simply 

utilized without quality adjustment. This approach can be viewed as polar to 

the overlap price linking of the CPI: whereas the CPI linking procedure im¬ 

plicitly assumes that there is no price dispersion between outlets, an index 

based on the AP series implicitly assumes the absence of outlet quality disper¬ 

sion. If the average outlet quality chosen by consumers has declined, the dif¬ 

ference in growth rates between AP series and comparable CPI component 

indexes would thus exaggerate the gains realized by consumers via the substi¬ 

tution of outlets. Nevertheless, slower growth of average prices would indi¬ 

cate that outlet substitution is present in the CPI since endogenous market 

share gains by the lower-quality outlets would be caused by greater-than- 

compensating price differentials. 
Utilizing published AP series offers the major advantage of allowing ex¬ 

amination of the effects of outlet substitution over a nine-year period rather 

than the short two-year period for which the price quote data themselves were 

available. Another advantage of the AP comparisons is that they include the 

effects of outlet disappearances: if the outlets that exit are disproportionately 
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ones whose costs and prices are uncompetitively high, the estimates of outlet 

substitution bias based on outlet rotation effects will ceteris paribus be biased 

downward. Both food and gasoline retailing experienced notable declines in 

number of establishments during the 1980s, so it is likely that outlet disap¬ 

pearance effects are important. In the case of gasoline, the National Petroleum 

News Factbook Issue figures for numbers of retail establishments in 1980 and 

1990 reveal that net gas station closures during the 1980s amounted to 30 

percent of the industry! 
Nevertheless, three limitations of the AP series comparisons are worthy of 

note. First, since the AP series are based on quotes for a single variety of each 

good, differences in the long-run evolution of the prices of different varieties 

of the same good could cause CPI component indexes to behave differently 

from indexes based on AP series. Second, there could be variation over time 

in the average outlet or brand quality of the individual items furnishing price 

quotes for the AP program. Third, comparisons between the AP series and the 

CPI component series may reflect price differences from geographic move¬ 

ments of population as well as from outlet substitution. For some purposes, 

price declines due to the migration of population to lower-priced areas should 

be considered; for example, migration in the past decade to cities with lower 

prices and wages may have led to overly pessimistic conclusions regarding the 

progress of workers’ real earnings or incomes in studies that use the U.S. CPI 

for deflation. In estimating the effect of outlet substitution on average prices 

paid, however, any effects of the shifting geographic composition of the 

samples on their average prices would distort comparisons of changes in AP 

and CPI time series: because of linking, the CPI does not reflect price level 

changes due to geographic changes in sampling or weighting. 

7.5.1 Empirical Results on Differences between AP and CPI Inflation 

Measures for Food 

Table 7.3 compares changes in AP series for food items with changes in the 

most closely corresponding CPI expenditure class index. The changes are 

measured by the ratios of the January 1989 value in each series to the January 

1980 value. The results are again consistent with the existence of significant 

outlet substitution bias in the CPI. Of fifty-two food items, all but four show 

greater inflation in their CPI indexes, and, in three of those instances (T-bone 

steak vs. sirloin steak, rib roast vs. chuck roast, and chicken breast vs. 

chicken parts), the lack of comparability of the CPI index seems likely to have 

been important. Moreover, means of the relative CPI food indexes weighted 

according to importances of the items in the CPI show an average annual in¬ 

crease of 4.2 percent, while the weighted mean of the average prices grows at 

a rate of only 2.1 percent per year. This implies an outlet substitution bias for 

food in the CPI of about 2 percent per year during the 1980s. 

Such an extraordinarily large estimate raises the question of whether the 

differences in table 7.3 could themselves suffer from a large upward bias due 
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to the declines in average prices from shifting geographic representation. This 

does not appear to be the case. Primont and Kokoski (1990) find that overall 

food price levels differ relatively little between cities in the continental United 

States; furthermore, they report relatively low food prices for some of the 

Rust Belt cities losing population in the 1980s and high prices for some Sun 

Belt cities that grew. In fact, their lowest multilateral food price index for a 

specific urban area was 93.3 for Pittsburgh/Beaver Valley, and their highest 

(excluding Anchorage and Honolulu) was 106.8 for fast-growing Atlanta. 

Even under an implausible “worst-imaginable-case” scenario, the average 

food price comparisons would not suffer much upward bias from geographic 

effects. Supposing that the entire gain of about 3 percentage points in the 

weight of the Sun Belt during the 1980s occurred because population shifted 

from New York City, whose index of 106.7 was the second highest, to Miami- 

Fort Lauderdale, whose index was a very low 95.25, implies a cumulative 

bias over the nine-year period studied of only 0.34 percent. Additional evi¬ 

dence that geographic effects play at most a small role in the table 7.3 results 

comes from figure 7.1. The major jump in the Sun Belt’s weight occurred in 

1986, but figure 7.1 shows a consistent upward trend of the difference be¬ 

tween the CPI food indexes and indexes based on AP series. 
It thus appears that a considerable portion of the discrepancy between the 
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CPI measure of food price inflation and inflation in average food prices is due 

to changes in the food retailing industry’s structure and systematic market 

share gains by lower-priced competitors. Structural changes in the industry 

include the continued trend of disappearances of small and independent 

stores, the replacement of traditional format supermarkets by warehouse and 

other economy format food stores (Progressive Grocer’s April 1988 annual 

report shows that their market share rose from 3.8 percent in 1979 to 15.2 

percent in 1988), gains by off-price but traditional format supermarkets such 

as Food Lion, the emergence of the wholesale club format as a national mar¬ 

ket force, and increasing off-price food sales by retailers in other lines of busi¬ 

ness such as general merchandise discounters and drugstores. These trends 

that lowered the prices that consumers paid were evidently not offset by a 

continued trend of gains by convenience stores. 

In indicating that structural changes in the food retailing industry and sys¬ 

tematic patronage gains by lower-priced stores had a significant effect on the 

prices that consumers paid, table 7.3 shows that outlet substitution does re¬ 

duce consumers’ cost of living in a way that the CPI cannot reflect. Yet, be¬ 

cause many of the cheaper store formats offer consumers fewer services, less 

selection, or less ambience than the formats they have tended to replace, qual¬ 

ity adjusting the average food price indexes might well reduce their discrep¬ 

ancy with the CPI food price changes. The adjustment for changing outlet 

quality would not eliminate the discrepancy because consumers’ willingness 

to alter their patronage patterns indicates that they value the outlet services 

that they forgo less than the price difference between the store types. 

Unfortunately, data with which to attempt a direct outlet quality adjustment 

to the BLS average price series are lacking. It is possible that little adjustment 

for declining outlet quality is necessary: the negative effect on average outlet 

quality from gains by the off-price formats may be offset by several quality- 

augmenting trends in the food retailing industry. Selections of items and vari¬ 

eties available in a single store have grown dramatically as supermarkets have 

become larger and added features such as in-store bakeries, delicatessens, 

salad bars, and fresh fish markets. Convenience stores, which may be re¬ 

garded as higher quality due to their extended hours and accessible locations, 

also grew in importance: their proportion of food sales rose from 5.6 percent 

to 7.8 percent between 1980 and 1988. Moreover, even within the economy 

format class, there was a trend toward greater breadth and depth of assort¬ 

ment. Finally, some of the shifts in consumer patronage patterns during the 

1980s such as the rapid climb of Food Lion noted above—do not appear to 

present quality-adjustment issues even though they probably did reduce aver¬ 
age prices paid by consumers. 

Changing brand quality is a potential source of bias in the outlet sample 

price comparisons of tables 7.1 and 7.2 despite the attempt to hold variety 

constant in the average price program. Since the end of the 1982 recession, 

however, the shares of cheaper generic and private label brands have steadily 
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declined. Food brand quality is thus unlikely to have fallen in recent CPI 

samples, and it may even have increased. 

7.5.2 Empirical Results on Differences between AP and CPI Inflation 

Measures for Fuel 

Table 7.4 reports comparisons between price changes in CPI and AP time 

series for energy. It also shows faster growth of the CPI than of corresponding 

average prices, but the discrepancies are about half the size of the mean dis¬ 

crepancy in table 7.3. Unleaded regular gas fell at a 2.3 percent average an¬ 

nual rate in the AP series but at only a 1.4 percent rate in the CPI, while leaded 

regular gasoline fell at a 2.35 percent rate in the AP series but at a 1.2 percent 

rate in the CPI series. Since large numbers of gas stations closed during the 

1980s, these dramatic discrepancies probably result in part from a tendency 

for the stations that went out of business to have had higher prices than the 

stations that remained or that opened. One change in outlet format that con¬ 

tributed to this was the growing importance of low-cost “pumper” stations 

with multiple self-service pumps and no repair services available. 
Another trend that depressed the average gasoline price in the CPI samples 

is the increasing penetration of self-service, which grew from about a 50 per¬ 

cent market share to about an 80 percent market share between 1980 and 1989 

(according to the 1990 National Petroleum News Factbook Issue). The average 

differential between full-service and self-service prices for regular unleaded 

gasoline in the 1984 National Petroleum News Factbook Issue is about 15 per¬ 

cent. Had self-service maintained a constant 50 percent market share, the Jan¬ 

uary 1989 average price relative for regular unleaded gasoline would thus 

have been higher by a factor of about 1.075/1.03, and its average annual rate 

of change would have been -1.82 percent. Approximately half the total dis¬ 

crepancy between the average price percentage change and the CPI percentage 

change can therefore be attributed to the growth of self-service. Yet whether a 

significant adjustment is therefore necessary in the discrepancies in table 7.4 

Table 7.4 Comparison of Changes in Average Prices and CPI Components_ 

Jan. 1989 CPI Change 

Jan. 1989 Avg. CPI Relative Minus Avg. 

Average Prices item Price Relative- CPI Expenditure Class Value- Price Change 

Fuel oil #2 

Utility gas (therm.) 

Electricity 

Gasoline, all types 

Gasoline, leaded regular 

Gasoline, unleaded regular 

.950 

1.541 

1.491 

.850 

.807 

.812 

Fuel oil 

Utility (piped) gas 

Electricity 

Gasoline 

Gasoline, leaded regular 

Gasoline, unleaded regular 

.978 

1.608 

1.634 

.898 

.898 

.881 

0.28 

.067 

.143 

.048 

.091 

.069 

Source: LABSTAT. 

“January 1980 = 1.000. 
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to arrive at the value of consumers’ gains from outlet and variety substitution 

is not clear. Little net quality decline may be associated with forgoing the 

services of the station attendant because self-service reduces consumers’ time 

cost for refueling. 

For fuel oil, the discrepancy in average annual growth rates is a more mod¬ 

est 0.3 percent per year, which is close to the overall outlet substitution bias 

estimates of tables 7.1 and 7.2. It is also evident from table 7.4 that, when 

products ditfer greatly in price across regions, shifting geographic weights can 

seriously distort the AP series comparisons. Both piped natural gas and elec¬ 

tricity exhibit lower inflation in their average prices than in their CPI indexes 

even though outlet and variety substitution possibilities are minimal for these 

utilities. In the case of electricity, virtually all the discrepancy is the result of 

shifting geographic composition of the sample giving more importance to 

lower-priced Sun Belt cities in 1985 and 1986. Nevertheless, the potential for 

geographic shifts to cause a significant upward bias in the discrepancies be¬ 

tween AP and CPI changes appears to be just as small for gasoline as for food. 

Neither the amount of geographic reweighting nor the amount of interarea 

variation in gasoline prices in the continental United States is large. Eleven of 

fifteen urban areas for which BLS calculated average gasoline prices in 1989 

had prices that differed by no more than 11 percent from one another, and the 

highest price level was found in an urban area that grew rapidly in the 1980s— 
Washington, D.C., and its suburbs. 

Figure 7.2 depicts the evolution of the difference between CPI and average 

price inflation for unleaded gasoline. For the most part, it displays a persistent 

upward trend rather than the trendless pattern interrupted by large vertical 

jumps that might be expected from geographic re weighting. Geographic ef¬ 

fects may, however, be evident in figure 7.2: near the end of 1984, there is an 

upward vertical jump in the AP-CPI discrepancy of 1.4 percent, and, in early 

1986, there is a downward drop of 2 percent. A seasonal effect also seems to 

have occurred in the early years, with much of the CPI-AP discrepancy accu¬ 
mulating during the summer climbs in gasoline prices. 

7.5.3 The Performance of Retail Industry Productivity Measures 

The question of outlet substitution bias in the CPI was first raised by Deni¬ 

son in a discussion of the downward bias it would cause in retail productivity 

indexes. In fact, the BLS productivity index for food retailing exhibits such a 

poor performance—declining, for example, by 7 percent between 1977 and 

1986—that Baily and Gordon (1988) characterize the industry as an apparent 

“basket case’’ and seek a reason for mismeasurement. The large disparities 

between average food price inflation and CPI measures of inflation for foods 

in table 7.3 indicate that the outlet substitution bias identified by Denison 

could account for much of the implausibly poor performance of the food re¬ 

tailing indexes. However, certain increases in quality also play a role: Baily 

and Gordon suggest that, in addition to long-term quality-improving trends 
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Fig. 7.2 Difference in growth of CPI and average price for unleaded gasoline 

such as the expansion of item assortments and the extension of opening hours, 

in the 1980s food stores added “labor-intensive services valued by consumers, 

including full-service deli and seafood counters [and] salad bars” (1988, 411). 

Although quality improvements embodied in newly opened stores could be 

expected to raise the AP indexes in table 7.3, in the case of quality improve¬ 

ments from the provision of new goods the AP indexes will only reflect any 

increased margin on other goods that the stores offering the new goods are 

able to charge because of the additional store traffic that the new goods gen¬ 

erate. Table 7.3 is not, therefore, inconsistent with this kind of quality im¬ 

provement playing a role in the poor performance of the food retailing produc¬ 

tivity index; both outlet substitution bias and a bias due to a changing mix of 

goods sold may simultaneously be present in the food retailing productivity 

index. Yet offering store-baked bread and delicatessen and salad bar meals is 

not primarily a case of outlet quality improvement but rather a case of adding 

high-quality goods for which labor contributes a high proportion of total 

costs. Apparent declines in labor productivity in the retail food industry are, 

in effect, partly a result of the substitution of labor for materials costs. 

The productivity story for gasoline retailing is very different from that for 

food retailing. Because of the large decline in the number of gas stations per 

car, the changing format of the stations, and the growth of self-service, gains 
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in service station productivity averaged nearly 4.2 percent per year from 1980 

to 1987, according to the productivity index figures in LABSTAT, the BLS 

on-line data base. Thus, no “declining productivity” puzzle exists for gasoline 

retailing. Nevertheless, even if one wishes to remove the effect of the growth 

of self-service, table 7.4 suggests that enough productivity gains from the 

disappearance or replacement of less efficient outlets may have occurred to 

make the true productivity growth figure perhaps 0.4 percent per year higher. 

7.6 Conclusion 

Comparisons of new and obsolete outlet sample prices and comparisons of 

changes in published average prices with changes in CPI components both 

indicate that outlet substitution bias affects the food and fuel components of 

the CPI. Moreover, the magnitude of the outlet substitution bias may be large. 

For foods, the linked indexes from the CPI program rise a full 2 percent per 

year faster than the corresponding AP time series, and for unleaded gasoline 

the AP series grow about 0.9 percent per year faster. Nevertheless, it is impor¬ 

tant to interpret these estimates with caution. In particular, the differences 

between the growth of sample average prices and corresponding CPI series 

ought to be regarded as upper bounds for outlet substitution bias since there is 

no attempt to control for the possibility that average outlet quality may have 

declined. Furthermore, another method of estimating a bound for outlet sub¬ 

stitution bias—comparing prices from newly selected outlets with prices from 

their predecessors—implies only a 0.25 percent per year outlet substitution 

bias for food and gasoline. 

Eliminating outlet substitution bias may be possible by directly comparing 

the prices from new and old samples of outlets after quality adjustment, just 

as the downward bias in the women’s apparel index created by linking of sea¬ 

sonal fashions was mitigated by increasing the number of direct price compar¬ 

isons (see Armknecht and Weyback 1989). This would require collecting de¬ 

tailed data on characteristics of outlets and items priced so that hedonic 

regressions could be used to control for changes in item characteristics and in 

the types of outlets represented in CPI samples. Note, however, that hedonic 

adjustments to allow comparisons of prices from different types of outlets are 

more complicated than hedonic adjustments for changes in variety character¬ 

istics because they must allow for the existence of temporary market disequi- 

libria and a distribution of preferences across consumers. In particular, large 

shifts in market share in favor of discounters indicate that the inframarginal 

consumers making such outlet substitutions experience increased consumer 

surplus. The average value of this increased consumer surplus depends on the 

distribution of preferences across consumers, which could be estimated if data 

providing equilibrium market shares at various price differentials between out¬ 
let types were available. 
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Collecting the necessary data to control for outlet substitution bias may, of 

course, be very expensive. Nevertheless, the evidence of outlet substitution 

bias in the CPI is sufficiently strong to warrant further study of the effects of 

overlap price linking when new samples of outlets are introduced into the CPI 

on the basis of a CPOPS or in order to replace outlets no longer in business. 



252 Marshall Reinsdorf 

Appendix 

Table 7A.1 Food and Fuel Items Used in Tables 7.1 and 7.2 

BLS Item 

Code 

Description BLS Item 

Code 

Description 

Foods 12011 Potatoes 

01011 Flour 12021 Lettuce 

01031 Rice 12031 Tomatoes 

02011 White bread 13011 Frozen orange juice 
02021 Bread other than white 

02061 Crackers 14021 Canned beans other than lima 

beans 
03011 Ground beef 14022 Canned cut com 
03021 Chuck roast 

03031 Round roast 15021 Sugar and artificial sweeteners 
03051 Round steak 

03061 Sirloin steak 16011 Margarine 

16014 Peanut butter 
04011 Bacon 

04021 Pork chops 17011 Cola drinks 
04031 Ham (excluding canned) 17012 Carbonated drinks other than 
04042 Pork sausage cola 

17031 Roasted coffee 
05011 Frankfurters 17302 Instant and freeze-dried coffee 

06011 Fresh whole chicken Fuels 

47012 Regular leaded gasoline 
08011 Eggs 47013 Premium leaded gasoline 

47014 Regular unleaded gasoline 
09011 Fresh whole milk 47016 Premium unleaded gasoline 

47017 Diesel 
10011 Butter 

11011 Apples 

11021 Bananas 

11031 Oranges 
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Comment Joel Popkin 

By analogy with Alfred Marshall’s low-key definition of economics as the 

study of mankind in the ordinary business of life, price measurement econom¬ 

ics is the study of price statisticians going about their ordinary work of decid¬ 

ing when and how to link.1 To link or not to link is the most frequent decision 

a price index compiler makes and comprises the class of decisions that can 

potentially have the most significant ongoing effect on the behavior of price 

indexes.2 Thus, the jumping-off point for this conference is the issue of link¬ 

ing. That is what is addressed in both the papers I have been asked to discuss. 

And it is a sensible place to begin. 

The papers differ in subject matter—Liegey’s deals with linking prices of 

seasonal women’s clothing, while Reinsdorf’s focuses on linking new outlets 

into the CPI to replace older ones. In one, the analysis proceeds with the use 

of the regression tool; in the other, alternative statistical approaches are used. 

Each paper has strengths and weaknesses of its own, but the intersection of 

these two pieces of research provides direction for future improvements in the 

procedure used to link price data in compiling indexes. I hope to make that 

intersection apparent in the course of my discussion. 

Joel Popkin is president of Joel Popkin & Co., an economic consulting firm. He was formerly 
assistant commissioner for prices and living conditions, Bureau of Labor Statistics, U.S. Depart¬ 
ment of Labor. 

1. In its simplest form, linking is a process of introducing a substitute item or the same item 
priced in a substitute outlet into a price index. It is accomplished by collecting the price of both 
the outgoing and the incoming item for the same period and moving the price of the outgoing item 
by the relative of change in the new one. By implication, the two items or outlets are treated as 
though they were of equivalent quality. 

2. Issues of index concept, such as how housing should be measured in the CPI, can have a 
large effect as well, but they tend to emerge as discrete rather than continuous issues. 
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Liegey’s paper on the quality adjustment of two (entry-level) items of wom¬ 

en’s clothing—uses regression analysis to detect biases that can result when¬ 

ever there is a high turnover of individual items priced within an entry-level- 

item category. Clothing presents an egregious case of such turnover because 

of the change in seasons and in fashions, particularly for women’s suits and 

coats and jackets, which are the two items investigated. The regression for 

each item is estimated from monthly data covering a full calendar year in 

which there are two distinct clothing seasons, fall/winter and spring/summer. 

To the individual observations actually used in the official published indexes 

for each item are added two kinds of observations that were collected but not 

used. One (COMPARE) consists of data that did not differ in specification 

but for which the reported price was discarded as an outlier. The second 

(ADJUST) consists of prices that were not used in the official index because 

they had noncomparable quality characteristics. Three indexes are con¬ 

structed from regressions using the published index observations plus COM¬ 

PARE (1), plus ADJUST (2), and with both COMPARE and ADJUST (3). 

Each is compared with the published index. There are some anomalies among 

the three regression results that need to be explored further.3 

Of more interest to me, however, is the picture that the results yield of 

possible longer-run bias due to quality adjustment. For women’s suits, the 

published index ends the year at the same level as the index that combines 

directly compared and regression adjusted items. But, for coats and jackets, 

the latter ends the year 3.7 percent higher than the former. That is a large 

difference to cumulate in such a short period of time, especially since Liegey 

indicates that the quality-adjustment uncertainties are greater for suits.4 

Despite these and other imperfections that arise when regressions are used 

for quality adjustments, two of Liegey’s conclusions are justified and impor¬ 

tant. The first is that regression analysis can be valuable not merely for ex post 

adjustment to make price data comparable but also for selecting, ex ante, the 

characteristics of items that are to be priced and of substitutes for these items. 

Thus, regression techniques can be used to define the specification to be used 

in price collection. The second is that the more robust of the regression coef¬ 

ficients can be used on an ongoing, timely basis to adjust prices used in the 

compilation of the monthly indexes, without delaying their publication. 

Liegey’s paper provides a nice bridge to Reinsdorf’s paper on linking out- 

3. For example, while the author notes that interactive effects can be present, I find disquieting 
the results in table 6.6 for coats and jackets in which the index based on the combination of 
COMPARE and ADJUST ends the year about 3 percent higher than each of the two indexes that 

treat COMPARE and ADJUST price sets separately. 
4. Not all possible quality characteristics are used in the regressions. Those selected are based 

on correlations between price and characteristics that the Bureau of Labor Statistics (BLS) col¬ 
lects. Such likely quality determinants as fabric weight and stitches per inch are not among the 

information that the BLS can collect. 
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lets. Both apparel regressions contained dummy variables for outlet types. For 

coats and jackets, there was a 60 percentage point differential between prices 

charged for the same item by the outlet categories “full-service family” and 

“discount department.”5 Small wonder the outlet linking issue needs atten¬ 

tion. 
In Reinsdorf’s paper, two kinds of calculations show that the outlet substi¬ 

tution bias for food and gasoline items appears to be large. It is at least 0.25 

percent per year, and by some measures even higher. Clearly, some structural 

effect on price movements is afoot. But, before policymakers seize on these 

results (as they are trying to do in some areas of service-sector pricing) to 

claim that their policies to control inflation are more effective than they ap¬ 

pear, the weaknesses of this research need to be cited. The author mentions 

these weaknesses as well. My comments are designed merely to alter the 

weights accorded them. 
The first is that outlet substitution and item substitution occur simulta¬ 

neously. That is, when a new outlet is initiated about six months before an old 

one is abandoned, a somewhat different item may be selected for pricing in 

the new outlet than in the old. That is permitted in the so-called entry-level- 

item (ELI) approach, one with which I do not disagree. But it would permit 

the pricing of a store label cereal in a new outlet as a substitute for a brand 

name cereal in an old one. Clearly, that kind of substitution could explain 

some of the author’s findings that price indexes of directly compared outlets 

drift down vis-a-vis published indexes. 

The second issue that needs more prominence in this paper is that of defin¬ 

ing and measuring the “quality” associated with the services provided by dif¬ 

ferent outlets. 

We cannot examine the issues of substitution and quality, whether they refer 

to items or to outlets, without reference to the CPI concept. While the unify¬ 

ing framework for dealing with practical questions that arise in compiling the 

CPI is the cost-of-living index, the CPI is calculated using the Laspeyres for¬ 

mula. Thus, item and outlet substitution bias is something inherent in the CPI. 

Nonetheless, their quantitative effect needs to be monitored. 

To do this for outlet substitution, the regression analysis approach of the 

first paper could be introduced into the second, permitting the determinants of 

outlet quality change to be understood and measured. Regression analysis 

could be used both to determine the adjustment that may be appropriate when 

outlets roll over and to shed light on the effect of switching to the ELI ap¬ 

proach from the more narrowly defined specification formerly imposed on 
respondent outlets. 

Fortunately, the data base for such research exists. It is the point-of- 

purchase survey (POPS), a survey to which I devoted considerable energy to 

obtaining funding for as part of the 1978 CPI revision program, precisely 

5. The outlet differential range was 25 percentage points for suits. 
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because it seemed obvious that outlets could make a difference. Thus, regres¬ 

sion work incorporating POPS data would strengthen research both on outlet 

substitution effects and on the quality adjustment of item prices. The results 

would also be useful when the BLS begins to compile industry-sector price 
indexes for the four-digit SIC industries in retailing. 
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8 The Problem of List Prices in 
the Producer Price Index: The 
Steel Mill Products Case 

Thomas Betsock and Irwin B. Gerduk 

The failure of list prices to reflect the reality of transaction price movement in 

the steel industry, especially over the course of the business cycle, was a prob¬ 

lem that had long been recognized by the Bureau of Labor Statistics (BLS). 

When the Bureau began to publish steel industry price indexes under its revi¬ 

sion methodology for the producer price index (PPI) in July 1982, it hoped to 

overcome this well-known weakness as well as others, including the bias due 

to the reliance on “volume sellers.” The introduction of the new indexes oc¬ 

curred in the closing months of the deep 1981-82 economic recession. How¬ 

ever, the attempts by BLS to improve the type of steel price reported in the 

1980s were largely unsuccessful. The problem of obtaining valid price in¬ 

dexes became acute as the domestic steel industry’s output and employment 

crumbled over the period from 1982 to 1985 and discounting below list be¬ 

came intense. In January 1986, the major steel producers raised net transac¬ 

tion prices while substantially lowering list prices. The latter was reflected in 

a 4.2 percent decline in the index for PPIR (Producer Price Index Revision) 

Code 3312. These divergent movements were sufficiently severe to cause the 

credibility of the index to be questioned. 
This paper is a case study of the problems encountered in obtaining trans¬ 

action prices for the PPL It seeks to provide some insight into the issues and 

problems encountered by statistical agencies. What makes this case study in¬ 

teresting is its apparent simplicity. The steel index problems were well known 

before BLS instituted its revision methodology. There were no theoretical 

measurement issues involved. This paper not only discusses the July 1982 

Thomas Betsock and Irwin B. Gerduk are economists at the Bureau of Labor Statistics, U.S. 

Department of Labor. 
Copyright is not claimed for this paper. 
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revision but also reviews the changes in price collection procedures made for 

the most recent sample of the steel industry, the results of which began publi¬ 

cation in January 1990. The subsequent index movement provides definitive 

proof that the pricing problems have been fully resolved. 

Section 8.1 summarizes PPI index methodology. Section 8.2 provides an 

overview of the issues involved in steel industry pricing. Section 8.3 deals 

with practical operating problems faced by BLS following the introduction of 

the 1982 sample. Section 8.4 describes the approach taken to resolve the pric¬ 

ing problem in the industry resampling completed in January 1990 and looks 

at the results obtained from the new sample. 

8.1 Index Methodology 

The PPI measures average changes in price received by domestic producers 

for their output in the following sectors of the economy: (1) agriculture; 

(2) fishing; (3) forestry; (4) mining; (5) manufacturing; and (6) gas and elec¬ 

tric services. In addition, the PPI is expanding coverage into the transporta¬ 

tion, communication, and services sectors. Imports are not within the scope 

of the PPI because the index is limited to the output of domestic industries. 

There are three primary systems or structures of indexes within the PPI 

program: stage-of-processing indexes; indexes for the net output of industries 

and their products; and commodity indexes (U.S. Department of Labor 1988). 

The stage-of-processing structure organizes products by class of buyer and 

degree of fabrication. The entire output of various industries is sampled to 

derive price indexes for the net output of industries and their products. The 

commodity structure organizes products by similarity of end use or material 
composition. 

The PPI is a modified Laspeyres index and is based on the fixed input- 

output price index (FIOPI) model (Archibald 1977). The assumptions of the 

model, which govern the conceptual design of the PPI, include perfect com¬ 

petition, fixed technology, profit maximization, and fixed quantity and type of 

inputs. In addition, the Laspeyres approximation to the FIOPI holds fixed 

output quantities at the base period levels. PPI procedures, however, allow for 

periodic reweighting to a new weight base. Currently, the index uses value of 

shipments data from the 1987 Census of Manufactures to weight the index. 

The Laspeyres index is obtained by multiplying the current period and the 

base period prices of each item by the quantity of that item shipped in the base 
period; 

= s PM* 
s PibQib 

x 100, 

where 2 = the sum over all the items in the index, Ic = index in the current 

period, Pic = current period price of the ith item, Pib = base period price of 
the ith item, and Qib = base period quantity of the ith item. 

Most data used to calculate the indexes are obtained through the systematic 
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sampling of four-digit SIC industries. The PPI revision involved probability 

sampling of approximately five hundred industries in the mining and manu¬ 

facturing sectors in the period 1978-85. Final publication of the completed 

revision occurred with the release of the January 1986 index. At roughly 

seven-year intervals, each industry will be sampled in an ongoing index 

maintenance program. By the summer of 1990, we were over two-thirds 

through our second cycle of probability sampling. BLS uses probability- 

proportionate-to-size (PPS) sampling techniques first to select sample units 

and second to select unique items within the unit for inclusion in the sample. 

Sample units are separate profit-maximizing centers engaged in one predomi¬ 

nant economic activity. They consist of one or more operating establishments. 

Item selection involves selecting a unique product or other revenue-generating 

activity with unique terms of sale. An iterative PPS random selection tech¬ 

nique based on sales revenue is used by BLS at this stage (U.S. Department 

of Labor 1986). 
The price of the selected item should represent revenue received by the 

producer at the time of the sale in the base period and should reflect subse¬ 

quent month-to-month movements. To achieve this, a continuous “price ba¬ 

sis” must be established. This requires holding the physical characteristics of 

the product unchanged or adjusting for quality changes should they occur. In 

addition, all terms of transaction, such as the shipment size or type of buyer, 

must be specified and held unchanged in subsequent months. Any change in 

terms of transaction must be either adjusted for, if possible, or linked out of 

the price series. The latter procedure treats the price difference as a quality 

difference, and no change is shown in the index. 
BLS strongly encourages cooperating companies to supply actual transac¬ 

tion prices at the time of shipment. Prices are normally reported monthly by 

mail questionnaire for the Tuesday of the week containing the 13th. Price data 

are always provided on a voluntary and confidential basis; no one but sworn 

BLS employees is allowed access to individual company price reports. The 

Bureau publishes price indexes instead of unit dollar prices. All producer 

price indexes are routinely subject to revision once, four months after original 

publication, to reflect the availability of late reports and corrections by re¬ 

spondents. 
Weights used in the PPI come from two sources. Item weights are derived 

from the sample unit’s value of shipments and are equal to 

1 Ip x 1 In x MHF x S, 

where p = the reporting unit’s probability of selection, n = the number of 

items for which BLS tried to obtain prices initially, MHF = multiple hit fac¬ 

tor (when the same item is selected more than once),1 and S = the reporting 

unit’s value of shipments. 

1. The “multiple hit factor” indicates the number of times a unique item is selected when the 

BLS agent visits the company and is given access to the company books. 
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Weights for cell indexes are derived from the Census of Manufactures. Item 

weights affect the calculation at the cell index level, that being the most de¬ 

tailed index level. The aggregation of many cell indexes to calculate a higher 

level index also utilizes weights from the Census. 

8.2 Pricing Steel in the 1980s 

In 1978, BLS undertook a fundamental revision of the PPI. Work in the 

iron and steel area (SIC codes 3312, 3315, 3316, and 3317) began in 1981 

(the appendix lists the SIC structure, major product lines, and commodity 

groupings affected by this initiative). The specific goals for this sector were 

improved sampling techniques to select producers, products, and transactions 

and greater efforts to obtain actual transaction prices. The latter was a com¬ 

mitment to a greater effort to secure such prices rather than a change in meth¬ 

odology. 
At the outset, the American Iron and Steel Institute (AISI), acting primarily 

on behalf of the larger steel companies, indicated that companies would be 

extremely hesitant to provide the necessary data needed for PPS sampling 

procedures. AISI and BLS agreed to retain Price Waterhouse to secure the 

desired information from most of the larger steel companies, who were gen¬ 

erally members of AISI. BLS trained Price Waterhouse personnel in PPS sam¬ 

pling techniques, which Price Waterhouse used to obtain revenue data by 

product and to select the number of items within product lines for inclusion in 

the index. For the Price Waterhouse segment of the sample, BLS field office 

personnel were relegated to the role of collecting the detailed product specifi¬ 

cations and terms of transaction for the preselected products. Data for the 

remainder of the industry, mainly the smaller companies, were collected en¬ 

tirely by BLS. 

The major benefit of the new sampling was that a much broader array of 

steel items was selected for pricing; this would reduce the volume-seller bias 

found in the old index. However, at this stage, the prices obtained continued 

to be primarily book prices in the critical product areas of flat-rolled carbon 

steel. Flat-rolled carbon steel includes such products as hot-rolled carbon 

sheet, cold-rolled carbon sheet, galvanized sheet, carbon plate, strip, and tin¬ 

plate. These products are made mainly by the large, integrated mills and ac¬ 

count for nearly 40 percent of the weight of the overall steel index. 

The question may be asked. Why did BLS accept the use of list prices in 

the steel industry index not only for the 1982 revision but also for earlier 

periods? Despite repeated requests for transaction prices, nearly all the major 

steel companies adamantly refused to provide anything but book prices. At 

the time of the 1981-82 revision, the major steel companies sold a much 

wider product range than they do now, and not to have had their price data 

would have produced serious gaps and rendered many PPI cells unpublish¬ 

able. At that time, a strictly transaction price index would have been a reflec- 
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tion of price movement in only a few areas, such as concrete reinforcing bar, 
where transaction prices could readily be obtained by BLS. 

The Bureau felt that it had to accept book prices if it was to meet user 

demands for a continually published steel index. While recognizing that an 

index based on book prices would fail to capture discounting in recession 

years, BLS thought that such an index would at least track the trend in prices 
over a long period of years. 

There was some support for such reasoning from the Stigler-Kindahl study 

on industrial pricing, in which a supposedly transaction price index for steel 

was constructed in the years 1957-66. Comparing their index with the BLS 

index for finished steel products, Stigler-Kindahl found that “the BLS and the 

[Stigler-Kindahl] prices of steel products move together so closely that a de¬ 

scription of one is a description of the other. . . . Neither index displays a 

noticeable cyclical movement in either expansion or contraction” (Federal 
Trade Commission 1977, 172). 

But contrary evidence came from a 1977 Federal Trade Commission (FTC) 

report on the steel industry that concluded that “the BLS data are not reflective 

of post-1967 actual prices on a cyclical basis.” The FTC report cited numerous 

trade journal articles about steel price discounting during business slumps. 

One study cited in the FTC report constructed an index, based on trade journal 

articles, of percentage discounts from list in 1973-75. For major mills, this 

study concluded that, while there was no discounting in all of 1974 and in the 

first quarter of 1975, large discounts appeared subsequently: a 12 percent av¬ 

erage in the second quarter, 13 percent in the third quarter, and 5 percent in 

the fourth quarter (Federal Trade Commission 1977, 193). 

On the basis of this report and our own reading of trade journal articles, it 

did not seem entirely unreasonable in 1981 to accept once more a list price 

index. If BLS was implicitly thinking in terms of a mild recession, a list price 

index, although inaccurate on a month-to-month basis during a steel slump 

and early recovery period, at least at some point in the expansion would get 

close to a correct transactions price level. In addition, there was no alternative 

if the Bureau was to publish. Steel discounting in 1981, when most of the 

work for the first revision was done, appeared from press reports to be in the 

5-10 percent range. However, neither the Bureau nor forecasters generally 

anticipated the prolonged steel industry recession that was to occur and was to 

result in a distortion of BLS steel price measurement. 

From January 1982 through 1986, record losses aggregating $11.7 billion 

were recorded by the steel industry. From 1982 through 1987, approximately 

440 steel manufacturing and related facilities closed. Average annual employ¬ 

ment declined from 390,000 to 175,000 during this period. Raw steel produc¬ 

tion fell from 121 million tons to 86 million tons.2 

2. Income, employment shipments, and production data based on selected AISI annual statisti¬ 

cal reports and Census reports. 
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In 1984, the Reagan administration adopted a policy of negotiating volun¬ 

tary restraint agreements (VRAs) with countries whose exports to the United 

States had allegedly increased through subsidies, dumping, or other unfair 

trade practices. Import penetration had reached a record level by this date, 

accounting for nearly 27 percent of apparent steel consumption in 1984. 

Twenty countries negotiated VRAs with the United States. The program’s 

goal of limiting imports to 20.2 percent of domestic consumption was not 

realized since other countries increased their shipments in this period. Imports 

were still 23.6 percent of consumption in 1986. Additionally, duties on many 

products were increased, and orderly marketing agreements were negotiated 

with seven countries. 
To compete, U.S. integrated mills were forced to modernize or close obso¬ 

lete facilities. For example, continuous cast steel, which was only 20 percent 

of raw steel in 1980, accounted for over 60 percent in 1988. Labor productiv¬ 

ity improved by over 30 percent from 1980 to 1988. Foreign investment in 

U.S. steel operations, either through joint ventures or through outright pur¬ 

chase, funded much of the capital improvement. Perhaps the major structural 

change in the industry was the growth of the minimill sector, which wrested 

control of the hot-rolled bar, light structural, rebar, and wire rod markets from 

both the big domestic firms and import competition. 

Again, it should be noted that the problem of unrepresentative book prices 

occurred chiefly in the carbon flat-rolled products area, which is dominated 

by the large, integrated producers. Certain areas of the index, such as mer¬ 

chant bar, rebar, light structurals, and most of the stainless steel indexes, were 

based heavily or entirely on net transaction prices. Nearly two-thirds of the 

price quotes collected in SIC 3312 for the first sample were for net transaction 

prices, but these carried less than half the index weight. The higher-level in¬ 

dex was inaccurate chiefly because of the uncooperative price-reporting poli¬ 

cies of the integrated mills. 

According to a Wall Street Journal story in September 1985, the major pro¬ 

ducers, led by U.S. Steel Corporation, were preparing to revise book prices to 

be effective in January 1986 (Russell 1985). The adjustment was to be accom¬ 

plished through a formula that both lowered the book price and significantly 

reduced discounts. Net transaction prices were thought to be as much as 30 

percent below book prices by late 1985. Data presented in figure 8.1 strongly 

support this. 

Figure 8.1 provides three different measures of steel prices. First is the price 

series published in the American Metal Market's annual statistical report, con¬ 

verted to index numbers to reflect book price movement for standard carbon 

steel products. Second is the PPI index for this group of products, which re¬ 

flects a mixture of list and transaction prices but is heavily weighted toward 

list prices. Finally, we prepared an index for those steel items in the PPI based 

on actual transaction prices. 

While this graph is only suggestive of the problem, it is clear that list price 
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I 1982 I 1983 I 1984 I 1985 1986 

PPI Index 1 Published Price ~Net Price Index 

Published price, American Metal Market 

Fig. 8.1 Three measures of price movement of hot-rolled carbon sheet: 
Published prices, PPI index, net prices 

displayed a clear upward bias from mid-1982 to December 1985. The January 

1986 list price adjustment appears to have reestablished the list/net transaction 

price relation that existed in June 1982. A note of caution is in order. The net 

price index reflects very few observations, and each price quote reflects one 

negotiated price transaction for the month. 

While it was widely anticipated in the press that a downward realignment 

of list prices would occur in January 1986, it was also anticipated that U.S. 

Steel would simultaneously attempt to increase transaction prices (Larue 

1985). Import prices were expected to increase because of the strength of the 

dollar in late 1985. Several major domestic producers felt that domestic trans¬ 

action prices could be raised in tandem with import prices. Since price lead¬ 

ership was common in the industry, U.S. Steel was expected to raise its trans¬ 

action prices, with some but not all major producers following in January. If 

this happened, the PPI steel index would be falling at a time when market 

prices were believed to be increasing. In fact, our steel mill index, SIC 3312, 

fell by 4.2 percent in January 1986. 

8.3 Operational Issues and the 1986 Price Adjustment 

As the January 1986 day of reckoning approached, it became clear that BLS 

had to resolve the issue of reflecting short-term index accuracy versus correct¬ 

ing the index level. This section will clarify the options available and illustrate 

why any solution was bound to be less than satisfactory. 
Once there is an upward bias in the index, there can be no painless solution. 

Many of the integrated mills changed their pricing structures in January 1986 



268 Thomas Betsock and Irwin B. Gerduk 

by lowering list prices. While list prices were lowered, however, market 

prices were actually rising as discounts were reduced. As reported by Mark 

Russell (1985) in the Wall Street Journal, an example of how U.S. Steel would 

adjust prices is as follows: 

U.S. Steel’s pricing system would work in this way: Highest quality cold- 
rolled sheet, for example, now has a list price of $563 a ton. But with 
discounts a typical customer can buy that ton of steel for at least $100 less 
than list. Under the new U.S. Steel system, that ton of steel would list for 
$503 or $40 more than the current discounted price. To determine the new 
discount, the dilference of $40 is multiplied by 40%, which yields $16; that 
is added to the old discounted price, making the new price $479 a ton, or a 
3.5% increase. 

There were two theoretical options open to BLS. The first option was to 

show the market price movement from December 1985 to January 1986, 

which was thought by industry experts to be an overall price increase. This 

would have provided short-term accuracy by reflecting the discount reduc¬ 

tions that, according to press reports, occurred in January. But this option was 

unrealistic since we could not obtain net transaction prices. Indeed, BLS had 

made a second, and again unsuccessful, effort earlier in 1985 to persuade the 

major steel companies to report market prices. More important, while this 

option would have provided an accurate one-month measure of price change 

had we been able to obtain market prices, the January transaction price in¬ 

creases would have further elevated an already upwardly biased index level. 

BLS decided instead that the better choice was to correct the index level by 

using the list prices reported in January 1986, which reflected very large list 

price reductions by the integrated mills, thereby reducing the upward bias 

caused by tracking book prices from July 1982 to December 1985. As a result, 

the steel mill product index (commodity code 1017) dropped from a level of 

104.3 in December 1985 to 99.5 in January 1986. The index reflected a sub¬ 

stantial one-month decline when, in fact, market prices were actually rising. 

Index level decreases were concentrated in those indexes covering sheet and 
plate. 

8.4 The Recent Resampling of the Steel Industry 

The primary goal for the current steel index, which began publication in 

January 1990, was to gather only net transaction prices. We decided not to 

accept book prices, despite the risk of not publishing certain indexes. Fortu¬ 

nately, the major steel companies were now generally willing to provide net 

transaction prices. The collection process, conducted by the two national of¬ 

fice steel analysts and a small number of BLS field personnel, generated some 

interesting reactions from company personnel. In some cases, the same indi¬ 

viduals who nine years before had insisted on providing book prices are now 
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providing net transaction prices, freely conceding that only the latter can ac¬ 

curately reflect steel price movement. Companies have generally provided this 

price data with little hesitation. While in 1981-82 nearly every major steel 

company insisted on using book prices, the current sample has only one com¬ 

pany that refused because of our insistence on net transaction prices. 

It is difficult to account for the turnaround in the steel industry’s willingness 

to provide transaction prices. Possibly, after years of seeking trade protection 

and other government assistance, the industry has a greater respect for good 

economic data. Possibly, various refinements in BLS collection techniques 

helped. Data collection for this sample was handled by a smaller staff, which 

was generally better informed of steel pricing problems than was the case in 

1981-82. The use of average prices lagged one month helped, although this 

option existed for the 1981-82 sample and was insufficient to gain coopera¬ 

tion. Certainly, much of our success with the current sample is due to the 

improvement in automated record-keeping systems at most of the companies. 

Several reporters told us that records of net transaction prices were not avail¬ 

able, at least not on a timely basis, in 1982. 
The use of lagged average prices is a necessary compromise if we are to 

obtain net transaction prices from the major mills. As noted in section 8.1, 

BLS generally prices specific transactions as of the specific pricing date and 

asks that these prices be returned for processing within two weeks. The major 

steel mills, most of which were generally being asked to price a large number 

of items, simply could not work that quickly, forcing us to accept a one-month 

lag in their prices. 
We found that the most obtainable price was an average price. Many com¬ 

pany marketing departments, through which we generally collect prices, often 

produce average net transaction price reports for specific products. Companies 

liked the average pricing option since it required no additional formatting of 

price records and avoided revealing any buyer-specific details. BLS finds av¬ 

erage pricing acceptable since each reported price generally reflects scores or 

even hundreds of transactions of a unique item and reflects all discounts and 

surcharges applied to that transaction. The drawback to average pricing is that 

it may involve a mix of types of buyers. But, on the basis of our early meet¬ 

ings with the companies, we believe that the buyer mix for specific products 

is fairly constant, at least over the length of time a particular sample is asked 

to supply data. 
The results of the current revision have been good. Of the eighty-two com¬ 

panies in the SIC 3312 sample, sixty-nine are providing us with price data. 

Six companies refused to cooperate at the outset, half as many as in the 1982 

sample. Two companies have since requested to leave the program. The re¬ 

maining sample units that are not supplying prices are the result of closings, 

mergers, or misclassifications. 
Two-thirds of the carbon sheet producers, representing over two-thirds of 

the index weight for this sector, are providing us with net transaction price 
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data. One producer of carbon sheet would provide us only with list prices and 

so was excluded from the program. Two other carbon sheet producers initially 

agreed to cooperate but then decided that they had insufficient staff to as¬ 

semble the data. 

Cooperation by specialty steel mills and minimills remains good, with over 

90 percent of these sectors’ respective index weights represented in the index. 

All are providing net transaction prices. 

Figure 8.2 tracks the annual movement of SIC code 3312311 (hot-rolled 

carbon sheet) since the June 1982 base date. The index plainly shows the 

artificial increase caused by list prices from 1982 to 1985, the downward ad¬ 

justment of January 1986, the subsequent increase in list prices that occurred 

in the 1987-89 steel recovery, and the decrease in steel transaction prices that 

began in late 1989 and has continued with only slight interruptions into the 

spring of 1992. 

The 1990s may have ushered in a new era in steel price reporting. Figure 

8.3 shows the monthly movement of the BLS index for hot-rolled carbon 

sheet since December 1989 and the contrasting movement of book prices. The 

book prices are not now being reported to BLS but are taken from American 

Metal Market, a trade source. They represent a nonsystematic sampling of 

those major producers presumed to be price leaders by the press. In the latter 

part of the 1980s, most of the large producers of sheet steel were still report¬ 

ing book prices to BLS. In December 1989, the book price for hot-rolled 

carbon sheet was $445 per ton. Three subsequent increases in book prices— 

in January 1990, January 1991, and October 1991—brought the book price 

to $495. In the meantime, however, the transactions prices, which were being 

reported to BLS, were showing a general downward drift. In October 1991, 

~— Code 3312-311 

Fig. 8.2 Index of hot-rolled carbon sheet prices, annual average, 1982-91 
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—— Code 3312-311 —1— List prices 

Fig. 8.3 List and transaction prices, hot-rolled carbon sheet, December 1989- 
May 1992 

they were some 12 percent below their December 1989 level, a sharp contrast 

with the 10 percent rise shown by book prices over the same period. 
In November 1991, two of the major mills lowered their book price to $345 

per ton, a reduction that was repeated by the remaining integrated steel com¬ 

panies in April 1992. Transaction prices rose a little in the fall of 1991 but 

were little changed in the first five months of 1992. The levels of the two 

indexes in the spring of 1992 were quite close, but the change in the nature of 

reporting by steel producers spared BLS a repetition of the January 1986 ex¬ 

perience. 
Most of our other indexes for flat-rolled carbon steel—hot-rolled strip, 

cold-rolled sheet and strip, hot-dipped galvanized sheet, and plate—show 

similar downward movements for the past two years. Electrogalvanized sheet 

prices have also fallen, although this decline has been somewhat moderated 

by the greater prevalence of contract pricing. Tinplate, which is sold to the 

relatively stable can stock market, has maintained its price level. 

8.5 Conclusion 

The analysis presented in this paper shows that list prices are unsuitable for 

use as proxies for net transaction prices for measuring month-to-month price 

change in the steel industry and are of questionable value for measuring long¬ 

term price movement. Figure 8.1 shows a consistent upward bias in list 

prices, which eventually forced a steep adjustment. The case study shows that 

users cannot have confidence in a price-reporting system characterized by dra¬ 

matic adjustments to list prices to correct for a large multiyear unidirectional 

bias. Since the mission of a statistical agency is to provide comprehensive 
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index coverage with suitable quality, the use of net transaction prices is clearly 

needed. 
Analysis of index behavior subsequent to the resampling of the steel indus¬ 

try completed in 1990 shows that we have finally turned the comer on index 

quality in steel pricing. Whether a changing mix of customers will become a 

serious problem in the future remains an unknown. The one-month lag re¬ 

ferred to earlier appears to have been a necessary trade-off if we are to secure 

discount reporting. This lag, which primarily affects flat-rolled carbon prod¬ 

ucts, will be deemed acceptable if there is widespread user confidence in in¬ 

dex accuracy. The statistical agency must choose a strategy and implement it 

with little opportunity to experiment or second-guess itself. 

The major lesson learned from this has been that there can be no substitute 

for transaction prices. This lesson has had a substantial effect on our sampling 

strategies and procedures, reflecting a heightened awareness of the unsuitabil¬ 

ity of accepting list prices for the index. This is having a significant effect in 

the PPI’s initiative in obtaining prices in the service sector. 

Appendix 

SIC Structure 

3312: Blast furnaces and steel mills 

33121: Coke oven and blast furnace products 

33122: Steel ingots and semifinished shapes and forms 

33123: Tin mill products, hot-rolled sheet and strip 

33124: Hot-rolled bars, plates, and structural forms 

33125: Steel wire 

33126: Steel pipe and tubes 

33127: Cold-rolled sheet and strip 

33128: Cold-finished bar 
3315: Steel wire 

3316: Cold-rolled sheet, strip, and bars 

3317: Steel pipe and tubes 

SIC’s 3315, 3316, and 3317 differ from 3312 in that they involve production 

of goods from purchased material. (The industry definitions derive from the 

1987 SIC manual put out by the Office of Management and Budget. The four¬ 

digit industries are further defined into five-, seven-, and sometimes nine-digit 

categories on the basis of Census of Manufactures data.) 

Commodity Index 

1017: Steel mill products 

Code 1017 encompasses SIC codes 3312, 3315, 3316, and 3317. For ex¬ 

ample, production of cold-rolled carbon sheet would fall under commodity 
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code 101707 and also under either 33127, if the company both melted and 

rolled the metal, or 33167, if the company rolled sheet from purchased slab. 
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9 Does Government Regulation 
Inhibit the Reporting 
of Transactions Prices 
by Business? 

Murray F. Foss 

Sometime in the mid-1980s, the Bureau of Labor Statistics (BLS) completed 

a major overhaul of the producer price index (PPI). The Bureau made several 

important improvements in the PPI, notably the introduction of probability 

sampling, and broadened coverage not merely in terms of industries but also 

in terms of types of sellers and transactions. It promised greater efforts at 

enlisting cooperation from businesses so that the index would reflect transac¬ 

tions (shipments) prices rather than list prices. A big problem for which BLS 

made no promises was the quality problem—in the sense of changing com¬ 

modity characteristics—because it recognized that much more research was 

needed. Quality was the one remaining major issue for which a ready solution 

was still not at hand. 
What got me started on this particular paper—the behavior of steel prices 

in the first half of the 1980s—suggested that quality was not the only big 

problem still outstanding. I had read newspaper reports that, under the de¬ 

pressed market conditions in the steel industry, particularly from 1982 to 

1985, market prices for steel were well below list prices. I was curious to see 

how the newly revamped PPI was reflecting this weakness in demand.' To my 

surprise, the PPI for steel showed relatively little response, as I indicate fur¬ 

ther on. I say “surprise” because I thought that the Bureau’s efforts to obtain 
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1. The index for steel mill products was revamped in July 1982. 
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transactions prices, if not eradicating this problem, had greatly diminished its 

importance. I believe now that BLS was overly sanguine in its expectations 

regarding the transactions-list price problem; indeed, I think that this old 

problem is still very much with us, although improvements have occurred and 

some major changes in the reporting of steel prices were introduced in 1990. 

The reason that this problem does not go away has to do with the sensitive 

nature of much price information, particularly as it is affected by law and 

regulations. I believe that the existence of the Robinson-Patman Act, a law 

directed against price discrimination that has been on the books for more than 

half a century, is a significant impediment to the reporting of transactions 

prices by business. I must emphasize that I cannot prove this point. Stigler 

and Kindahl mentioned the Robinson-Patman problem about twenty years 

ago, but no one seems to have pursued it. I can only suggest its importance by 

providing some figures on survey response rates, discussing the Robinson- 

Patman Act and business response to it, and discussing how a rational busi¬ 

nessman might react to government requests for price data. 

I believe that, even in the last decade of the twentieth century, we still do 

not measure prices well at the producer level. This is an old story that many 

have written about. Much is at stake, in terms of both theory and measure¬ 

ment. The apparent rigidity of prices and wages is at the heart of the contro¬ 

versy in macroeconomics that has been going on for some two decades and 

perhaps half a century. 

Through most of the period that has seen the rise and partial eclipse of the 

Keynesian macroeconomic system, there has been a series of empirical stud¬ 

ies demonstrating the rigidity of prices in recessions and attempting to explain 

it by concentration, industrial structure, and the like. Keynesians have tended 

to be more accepting of the facts of rigid prices and the explanations of them. 

In contrast, the newer rational expectations macroeconomists have been 

somewhat more skeptical of the facts of rigid prices, often raising many ques¬ 

tions about the validity of the data in support of rigidity. 

The past ten years have seen the emergence of new theories that reject the 

new macroeconomics and attempt to solve the Keynesian dilemma. The late 

Arthur Okun and others developed theories that accept price rigidity as a nor¬ 

mal aspect of the relations between buyers and sellers (Okun 1981). Wage and 

price stickiness is at the core of what has been called the “new Keynesian” 

economics (Gordon 1990). In addition, recent empirical work by Dennis Carl¬ 

ton (1986) based on prices paid by individual buyers (from the Stigler- 

Kindahl [1970] study) finds a great deal of rigidity in prices, especially where 

there is a long-term relationship between buyer and seller. He raises the ques¬ 

tion of whether economists have been right in believing that prices and prices 

alone serve as allocators of resources. In a more recent article, Carlton sug¬ 

gests that nonprice methods as well as prices are used to allocate goods (Carl¬ 
ton 1989, 943). 

The issue involves more than cyclical movements in prices. Inadequacies 
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in our producer price measurements may also give a distorted view of the 

long-run movement of prices. If, because of Robinson-Patman, businesses are 

uncertain about the legality of the price cutting that they may employ to estab¬ 

lish themselves in new markets or to improve market shares, they may be 

chary about reporting to BLS, or the prices they do report may not be accurate 

reflections of true transaction prices. Thus, the prices that are reported may 

have an upward bias. 
This paper is organized as follows. First I give a brief historical review of 

the criticisms of the PPI (formerly the wholesale price index [WPI]), focusing 

on the list-transactions price problem. The big 1979-86 revamping of the PPI 

was a major undertaking. The expansion in sample size and the shift to prob¬ 

ability sampling for four-digit industries were important responses to many of 

the earlier criticisms. However, the best sample design can be frustrated if 

companies refuse to cooperate or, when they do, if they fail to submit the 

desired transactions prices. In the second section, I provide some information 

on cooperation or what I refer to as response rates. Measured by the number 

of companies who submit price reports to the BLS, the nonresponse to the PPI 

appears to be substantial. In this section, I provide no information about the 

nature of the price quotations that companies do report, that is, whether they 

are true transactions prices. In the third section, I hypothesize that the 
Robinson-Patman Act may be a significant influence affecting the nature of 

the price information that BLS obtains from business. After a brief review of 

this law and criticisms of it, I speculate about how its existence may affect 

both the willingness of firms to cooperate in the BLS price program and the 

nature of the prices they do submit. 
I am aware that government agencies are at a serious disadvantage when 

they conduct voluntary surveys that are affected by or impinge on government 

laws and regulations. The agencies see discussion of such matters as exceed¬ 

ingly delicate, if not impossible. At the very least, outside economists should 

recognize and discuss such problems. In section 9.4,1 offer a few suggestions 

that take some account of the U.S. regulatory environment. I believe that BLS 

is not following optimal policies for obtaining information about price behav¬ 

ior in producer markets. Where response is not good, BLS should be willing 

to accept a different kind of price reporting, which might elicit better cooper¬ 

ation in terms of numbers of firms and a closer approximation of transactions 

prices. 

9.1 The Bureau of Labor Statistics and Its PPI Critics 

The Bureau of Labor Statistics has been aware of the problem of accurate 

price measurement from the very beginning. John Flueck (1961, 419-20) 

quotes Wesley C. Mitchell from a 1915 BLS bulletin (no. 173, Index Numbers 

of Wholesale Prices in the U.S. and Foreign Countries) that goes to the heart 

of the matter: 
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[The] reliability of an index number obviously depends upon the judgement 
and accuracy with which the original price quotations were collected. This 
field work is not only fundamental, it is also laborious, expensive, and per¬ 
plexing beyond any other part of the whole investigation. Only those who 
have tried to gather from the original sources quotations for many commod¬ 
ities over a long series of years appreciate the difficulties besetting the 
task. ... To judge from the literature about index numbers, one would 
think that the difficult and important problems concern methods of weigh¬ 
ing and averaging. But those who are practically concerned with the whole 
process of making an index number from start to finish rate this office work 
lightly in comparison with the field work of getting the original data. 

During the 1930s, the validity of price quotations became a prominent issue 

after Gardner Means published his famous study on price inflexibility based 

on BLS wholesale prices (Means 1935). In the hearings of the Temporary 

National Economic Committee, rigid prices were drawn into the debate over 

the causes of the 1937-38 recession, one side maintaining that rigid prices, 

especially in industries such as steel—as demonstrated in the Means study— 

were responsible for either the downturn in aggregate economic activity or the 

slow recovery after mid-1938, or both (U.S. Temporary National Economic 

Committee 1939-40). Questions, however, were raised about the quality of 

the BLS wholesale price statistics that Means had used as the basis of his 

analysis. In 1939, Saul Nelson made a study showing that BLS was failing to 

capture various discounts and secret price concessions made by sellers (Stigler 

and Kindahl 1970). The basis for some further questions came from a study 

of steel prices conducted by BLS for the Office of Price Administration 

(OPA). Among other things, the OPA study, based on purchasers’ prices, 

showed much more price cutting in 1939 and 1940 than was evident in the 
WPI (Stigler and Kindahl 1970, 17-18). 

The first comprehensive critique of the WPI after World War II was the 

Stigler Report of 1961 (National Bureau of Economic Research 1961). The 

report cited “several types of evidence suggesting] very strongly that 

the price quotations obtained from manufacturers do not faithfully measure 

the movements of prices, quite aside from the usual problems of quality 

change” (p. 69). Part of the evidence had to do with the frequent reliance of 

the WPI on a single price report; another part was a comparison of the WPI 

with prices paid by government units, showing that WPI prices were higher 

and more rigid than average bid prices on government contracts. In their 1970 

study based on prices supplied by buyers, Stigler and Kindahl found no evi¬ 

dence to suggest that price rigidity or “administration” of prices was a signifi¬ 
cant phenomenon (Stigler and Kindahl 1970, 9). 

The 1970s also witnessed a number of government reports that pointed in 

the same direction, namely, that BLS was not reflecting actual transaction 

prices. The most prominent of these was the study by Ruggles (COWPS 

1977); earlier, a presidential commission had criticized the WPI for not re- 
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fleeting transactions prices (Report of the President’s Commission 1971). It 

was late in the 1970s that BLS announced a major long-range overhaul of the 

PPI, which would move to probability sampling, increase coverage, greatly 

extend the range of transactions covered by the PPI, and put special emphasis 

on obtaining transaction prices. 
Successive editions of the BLS Handbook of Methods demonstrate BLS’s 

continuing interest in obtaining actual transactions prices. Thus, in 1976: 

The Bureau attempts to base the WPI on actual transaction prices. Compa¬ 
nies are requested to report prices less all discounts, allowances, rebates, 
free deals, etc., so that the resulting net price is the actual selling price of 
the commodity for the specified basis of quotation. The Bureau periodically 
emphasizes to reporters the need to take into account all discounts and al¬ 
lowances. However, list or book prices are used if transaction prices are 
unobtainable. (U.S. Department of Labor 1976, 110) 

This was essentially repeated in 1982, midway through the revision program, 

with the Bureau emphasizing in addition that “rebates and other forms of price 

concessions granted by producers to their distributors ... are reflected as 

decreases in the PPI. . . . Conversely, terminations in rebate programs are 

considered price increases” (U.S. Department of Labor 1982, 44). 

According to the Bureau, list prices were used for only about 20 percent of 

traditional PPIs (U.S. Department of Labor 1982, 44). I believe that the 20 

percent figure was probably the lower end of a range whose higher end was 

not known. Support for this skepticism comes from Richard Ruggles, who, in 

his study for COWPS, took a one-in-fourteen sample of wholesale price ob¬ 

servations as of March 1975, for which he was able to obtain the source of the 

price quotations (COWPS 1977, 120): 

N % 

List price 

List price minus discounts 

Average realized unit price 

Unknown 

116 

421 

56 

36 

18 

67 

9 

6 

Total 629 100 

Ruggles noted that the forms filled out by price reporters “often show rela¬ 

tively few changes in discounts.” He thought it reasonable to assume that the 

discounts that firms do report to the BLS were “the more regularized and 

standardized discounts which apply to all purchasers, for example, cash or 

trade discounts. He went on to say that, even with a fixed discount structure, 

over the business cycle firms could change prices by altering the classification 

of customers and thus their eligibility for discounts. He concluded that list 

prices adjusted for discounts may not reflect the actual changes in transaction 
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prices.” He stated further, “There is of course no way of determining from the 

questionnaires whether the producers are reporting all of the discounts which 

they actually give to their customers” (COWPS 1977,1-18). 

The 20 percent figure for list prices cited by BLS in 1982 is repeated in its 

1988 Handbook (U.S. Department of Labor 1988, 126): 

The use of list prices in the industrial price program has been the exception, 
not the rule. Even before the conversion on the methodology of the Produc¬ 
ers Price Index Revision (PPIR), a BLS survey showed that only about 20 
percent of traditional commodity indexes were based on list prices. Inas¬ 
much as the PPIR methodology is more systematic than the traditional 
methodology in concentrating on actual transaction prices, the use of list 
prices is even less frequent now. 

In the Handbook's latest revision, BLS takes note of the list price problem, 

promising to devote more time and resources to it, but refrains from discuss¬ 

ing why firms may be unwilling to report transactions prices. Thus, in an 

April 1978 article, John Early states: “One of the continuing concerns of the 

Producer Price Program has been to obtain real transaction prices rather than 

list prices at which no sales occur. While the program has had substantial 

success in this effort the revision will expand and intensify it. It should be 

realized that in some industries the list price and the transaction price are the 
same” (Early 1978, 18). 

But that is all. The following year, in an article reporting the results of a 

pilot survey testing the new PPI procedures, Early emphasized the need for 
good cooperation from business: 

One critical factor in both surveys is the cooperation received from Ameri¬ 
can companies, because they are the only possible source for the required 
information. Most companies have been highly cooperative in both the 
present and revision programs. They generally realize the important role 
that accurate price statistics play in fiscal and monetary policy decisions, 
which in turn are major determinants of the Nation’s economic health and 
the performance of individual companies. Many companies also use the 
data extensively in their own market and economic research activities, and 
more and more companies are using the data to escalate prices in long-term 
contracts for items they sell or buy. 

He presented response rates for four pilot industries and noted that, in some 

industries, response was “low enough to suggest the need for special atten¬ 

tion.” He noted further that intensive reviews were “being conducted to deter¬ 

mine both the causes and effects of high refusal rates in some industries” 
(Early 1979, 19). 

What motivated me to write this paper, as I mentioned earlier, was the be¬ 

havior of steel prices in the early 1980s. I had been interested to read in the 

Wall Street Journal of 23 September 1985 that discounting from list prices for 

steel mill shapes and forms was very severe because of weak demand (see 
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Russell 1985). In one sense, this was scarcely news because the domestic 

industry had experienced a steep decline in production and employment early 

in the decade and had experienced only a weak recovery as the overall econ¬ 

omy expanded. It was around this time that one began to read about the “Rust 

Belt” and near-depression conditions in steel mill towns. The same 1985 Wall 

Street Journal article quoted a very large producer as saying that the actual 

selling price of a ton of sheet steel “equals the level of 5 years ago.” 
One would have thought that the BLS steel price index, reflecting a new 

sample and new procedures instituted in July 1982 under the PPI revision, 

would provide evidence of the substantial price reductions that had taken 

place. But, as of August 1985, the PPI for cold-rolled carbon sheets was 26.8 

percent above its level of April 1980. In fact, the entire iron and steel index 

showed scarcely any response to the true demand conditions in the industry. 

The decline in the BLS iron and steel price index from the July 1981 business 

cycle peak to the November 1982 trough was 1 percent, or about average 

(median) for nine recessions from 1937 to 1982 (excluding the end of World 

War II). These issues are discussed in some detail in Betsock and Gerduk 

(chap. 8 in this volume). 
Is it possible that the steel industry is not unique and that, despite the steps 

that BLS has taken to improve the quality of reporting, it is still not obtaining 

transactions prices from producers in several other industries? In his study for 

the Stigler Report, John A. Flueck compared BLS prices with prices bid on 

government contracts for a wide variety of commodities. He found that BLS 

series changed less frequently than the government series and that, in the short 

run, the BLS series changed by smaller magnitudes than did the government 

series. Flueck’s data included such commodities as aluminum sheet and ingot, 

steel sheet and plate, brass bar, plywood, gummed tape, auto tubes, storage 

batteries, linoleum, plate glass, enamel, and several chemicals (Flueck 1961, 

427). The Stigler and Kindahl study covered a fairly broad array of industrial 

products, concentrating on those typically viewed as having administered 

prices (Stigler and Kindahl 1970, 5). 

9.2 Obtaining Transactions Prices 

Long years of experience with a voluntary survey had demonstrated to BLS 

that obtaining actual prices was no simple matter. Very briefly, what is needed 

is a proper sample design, a willingness of sampled firms to participate in the 

survey on an ongoing basis, and a willingness of firms to submit the informa¬ 

tion that BLS desires.2 This paper does not consider sampling problems as 

such, although its thrust is concerned with potential bias insofar as some “co¬ 

operating” firms do not report actual transactions prices while others do not 

2. For recent descriptions of current methodology, see U.S. Department of Labor (1988, 125- 

43) and U.S. Department of Labor (1986). 
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participate at all. Obviously, it would be highly desirable if I could present 

information that evaluated the validity of the price quotations reported to 

BLS, but I have no such information except for what I have alluded to in the 

steel industry. What I do have is some information on response rates. 

9.2.1 Response Rates 

Response rate can be defined in many different ways. As used here, re¬ 

sponse rate refers to the willingness of firms to submit to the BLS or Census 

Bureau what are purported to be the desired statistics—relative to potential 

respondents. For purposes of comparison, the only meaningful response rate 

in a sample survey must be a rate that is based on a probability sample and 

that is now possible as a result of the improvements that BLS made in its 

revamped PPI.3 This section compares response rates in some large-scale, 

probability-based surveys of business firms conducted by BLS and the Census 

Bureau. All are voluntary, and most are conducted monthly or quarterly. 

The focus on business as distinct from households or governments is im¬ 

portant because the PPI is directed at business. Large-scale surveys are pref¬ 

erable to those directed to a particular (say, four-digit) industry because the 

PPI covers primarily all detailed manufacturing and mining industries. Since 

the PPI is a monthly survey, comparisons should be made with other surveys 

conducted periodically within the year—monthly or quarterly. Finally, since 

the PPI is voluntary, it should not be compared with mandatory surveys, even 

though the Office of Management and Budget (OMB) concluded, on the basis 

of some broad findings, that response rates to voluntary and mandatory sur¬ 
veys do not seem to be different (Coffey 1987). 

9.2.2 Producer Price Index 

BLS collects its price data by means of two surveys: an “initiation” survey 

and a “repricing” survey (BLS terminology). The former is a one-time infor¬ 

mational survey in which the field agent, if permitted by the firm, examines 

the company books and follows a sampling procedure to select the items to be 

priced, including the host of details that define each “price.” The repricing 

survey is the monthly mail survey in which the firm reports prices for the 

monthly PPL The Bureau draws a probability sample of establishments in a 

given four-digit industry from a comprehensive file of establishments report¬ 

ing under the unemployment compensation program. By the time they are 

contacted, some firms are out of business, and others turn out to be engaged 

in an industry or activity different from their designated classification. Some 

3. Before the 1975-85 revision, the response rate to the producer price survey was said to be 
very high—in the neighborhood of 95 percent. But that result was not based on a probability 
sample that made a proper accounting of cooperators and noncooperators. In seeking participants 
for its price survey, BLS made a practice of contacting firms until it encountered a cooperator; the 
large number of firms that refused BLS when first approached did not enter BLS’s calculation of 
the response rate. Consequently, the prerevision response rates were of very limited value. 
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up-to-date results on response rates at initial contact are presented in table 9.1. 

These are based on what BLS refers to as Cycle B, which represents a resam¬ 

pling of every SIC being used for the PPI.4 This particular cycle, which lasted 

several years, was completed in 1992 and covered all of manufacturing and 

mining and a few other industries. 
At the time of the initial visit, the BLS agent explains the price collection 

program, its importance, and the confidentiality of individual reports.5 After 

the agent has examined company records for the purpose of sampling trans¬ 

actions, the company is asked to supply from two to sixteen items—price 

quotations—ordinarily on a monthly basis. Within the past year or so, small 

firms were requested to remain in the program for five years; previously, there 

was no time limit. The largest firms, which are chosen “with certainty,” are 

expected to remain in the sample continuously. 
In table 9.1, productive firms (establishments) are properly classified firms 

still in business that supplied the agent with all items requested by the agent 

plus those firms supplying some of the items requested. Where the firm agreed 

to supply only some of the requested prices, it was treated as a partial coop¬ 

erator. 
At this stage, the response rate ranges from 83.5 percent (weighted by 

sales) to 82.3 percent (unweighted). The difference in favor of larger firms, 

however, is not very striking. 
Table 9.2 provides data on “repricing” (pricing) for December 1989. The 

first 5 rows come from actual BLS tabulations made available to me. The data 

refer to price quotations and not firms. 
Row 1 shows the number of price quotations for which respondents in the 

initiation survey said they would report. It is the equivalent of the number of 

potential cooperators as determined in the initiation survey times an average 

that falls between two and sixteen. 
Row 2 represents items “permanently discontinued.” It includes known 

business deaths, cases in which the respondent ceased selling the item per¬ 

manently and for which a substitute could not be found, and firms who agreed 

to report but never did or who, in the past, reported at least once but for 

reasons of their own no longer submit reports. BLS employs a more or less 

fixed procedure for dropping quotations. If a quotation is missing with no 

apparent explanation for two months, the firm is contacted by phone. Another 

call is made at the end of six months. If there is still no answer at the end of 

nine months, the quotation is assigned to the “permanently discontinued” cat¬ 

egory, but each analyst makes his own decision about such cases. 
Row 3 represents items for which prices were submitted but that BLS re¬ 

jected for some reason. 

4. Under the PPI revision, Cycle A ran from January 1979 to January 1986 for manufacturing 

and mining industries. 
5. This is explained inU.S. Department of Labor (1988, 128). 
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Table 9.1 Producer Price Index Survey: Response at Initiation 

Establishments (%) 

Weighted Unweighted 

1. Productive 71 65 
2. Refusals 14 14 

3. Out of business 7 11 
4. Out of scope 4 6 
5. Misclassified 3 4 

Response rate 

([row l]/[rows 1 + 2]) 

83.5 82.3 

Source: Bureau of Labor Statistics, unpublished data. See the text. 

Table 9.2 Producer Price Index: Response in Repricing, December 1989 

1. Items potentially in PPI from initiation survey 90,591 

2. Less “permanently discontinued” 21.154 

3. Less “repriceable” items not used by BLS 1 622 

4. Equals items potentially available for PPI 67,815 

5. Actual number of items received for preliminary December 1989 PPI 48,452 

6. Estimated late reports (3 percent of row 5) 1 454 

7. Seasonal items and “ofif-cycle” items (9.5 percent of rows 3 plus 4) 6,596 

8. Estimated items not being reported for repricing ([row 4] - [rows 5 + 6 + 7]) 11,313 

Estimated Refusal Rate: 

[(.786)(row 2) + (,5)(row 8)]/[(row 1) - (,214)(row 2)] = .259 

Response Rate = .741 

Source: See the text. 

Row 4 is row 1 less rows 2 and 3. It is the potential number of items that— 
if reported—would be used for the preliminary PPI that month. 

Row 5 is the actual number of items used by BLS in the preliminary De¬ 

cember 1989 index. It is considerably less than either row 4 or row 1, but 
important qualifications should be noted in rows 6 and 7. 

Row 6 makes an allowance for late reports. This figure (3 percent of row 4) 

is the upper end of a “2-3 percent” suggested by Richard Pratt of the Statisti¬ 
cal Methods Division, Ofiice of Prices and Living Standards, BLS. 

Row 7 is an allowance for seasonal items and those reporting for less than 

twelve months. At the time of the initiation survey, the cooperating firm in¬ 

forms the BLS field agent of seasonal patterns in which no prices may be 

reported in particular months or other patterns involving fewer than twelve 

monthly prices per year. A firm that sells an item every month of the year but 

is willing to supply data for only one month in each calendar quarter is treated 

as though it made sales in only four months of the year. The figures for the 
adjustment in row 7 come from BLS tabulations. 

Row 8 is a residual, equal to row 4 less rows 5, 6, and 7. It consists of two 
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main parts, a breakdown of which is not known by BLS. One part represents 

items with irregular monthly pricing. That is, at the time of the initiation sur¬ 

vey, the firm informs BLS that it does not sell in every month of a year but 

that it cannot specify which months will be blank. BLS sends this firm a nor¬ 

mal schedule that calls for twelve monthly reports, but, obviously, the absence 

of a report from such a firm is not necessarily a sign of noncooperation. The 

other part, however, represents firms that are dropping out without having 

informed BLS and that would in time (say, nine months) be assigned by BLS 
to the “permanently discontinued” group. 

To get a nonresponse rate on repricing, it is necessary to combine appro¬ 

priate components of rows 2 and 8 divided by an appropriate total. 

For row 2, Richard Pratt has estimated that 78.6 percent represents refusals. 

This is what remains after estimating that business deaths are 5 percent of row 

1, a figure based on the attrition experience of these establishments. For row 

8, I arbitrarily decided that half this row represented refusals. The denomina¬ 

tor reflects row 1 minus business deaths. This yields a nonresponse rate of 

.259 (22,283/86,064) or a response rate of .741. These are unweighted. An 

OMB response survey conducted in 1983-84 suggested that 2 percentage 

points should be added to the unweighted figures, which would yield a rate of 

.761. This times the .835 response at initiation yields a combined rate of .635 

on a weighted basis. Note that this is seasonally adjusted after a fashion and 

says nothing about the validity of the price quotations submitted by the re¬ 

spondent. 

9.2.3 International Price Program 

The BLS international price program is somewhat similar to the PPI; a sub¬ 

sample of the quarterly sample is now being used for monthly prices. The 

quarterly survey employs a probability sample with five to six thousand im¬ 

porters and an equal number of exporters covering some thirty thousand prod¬ 

ucts; about fifteen hundred firms are added to each program yearly. The pro¬ 

gram is now open ended, but BLS hopes to put the sampling on a four-year 

cycle. Response rates at initiation are similar to those of PPI: 79 percent for 

importers and 82 percent for exporters. The figures are about the same 

whether weighted or unweighted. 
Table 9.3 shows a few figures on repricing (pricing) for the fourth quarter 

of 1989. The 5 percent slippage figure in row 7 reflects the fact that about 5 

percent of those who appeared to agree to cooperate at the initiation survey in 

fact drop out and are not included in the mailing figure in row 1. The com¬ 

bined response rate of 67 percent for both exports and imports is possibly a 

little better than the rate for the PPL 

9.2.4 Employment Cost Index 

The employment cost index is a quarterly survey based on a probability 

sample of private firms and government. In the private sector, more than four 

thousand establishments report wage and benefit costs per hour or other unit 
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Table 9.3 Export and Import Prices: Response Rates 

Exports Imports 

Response at initiation (recent experience) .82 .79 

Response on repricing, 4th quarter 1989 

1. Mailing 10,160 12,923 

2. Less known business deaths 220 461 

3. Equals potential prices available for index 9,940 12,462 

4. Actual returns 8,600 11,070 

5. (No transactions in 4th quarter) 980“ 2,300“ 

6. Response at repricing ([row 4]/[row 3]) .865 .888 
7. Adjusted for 5 percent slippage .822 .844 

8. Combined response ([row 7] X response at 

initiation) 

.674 .667 

Source: Bureau of Labor Statistics, unpublished data. 

“Included in row 4. 

of time. Once chosen, firms are requested to remain in the sample for four 

years, but, in the December 1987 survey of response rates referred to in table 

9.4, the average age of the sample is two and a half years. The response rate 

is 69.7 percent for all manufacturing. These figures refer to the reporting of 

wages; about 95 percent of firms reporting wages will also report benefits. 

The response figures may be slightly higher because the refusal rate includes 

some late reporters. According to BLS, weighting would make little differ¬ 

ence. 
BLS conducts an annual occupational-employment survey. For 1986. the 

response rate that is comparable to the “good data” total in the employment 

cost survey is 79.5 percent for all manufacturing, with only small variations 

among the twenty two-digit manufacturing industries. The overall weighted 

figure is within 1 percent of the unweighted. 

9.2.5 Census Surveys 

From the Census Bureau, we have three voluntary surveys based on proba¬ 

bility samples: retail sales, wholesale sales, and the value of private nonresi- 

dential construction put in place.6 Although the trade examples refer to a 

single month, they are representative of recent experience in the opinion of 

Census Bureau specialists. Results appear in tables 9.5-9.7. 

Table 9.8 summarizes the results of the response surveys just described. 

About all that I would venture to say at this stage is that the response rate for 

the PPI looks low relative to the Census sales surveys and somewhat low rel¬ 

ative to the others. The Census Bureau’s survey of wholesale trade is perhaps 

the closest to the PPI in terms of the kinds of companies covered; its response 

rate is much higher than that of the PPI. It is difficult to draw inferences about 

6. The Census Bureau’s Monthly Industry Survey, covering shipments, inventories, and orders 
received by manufacturers, is not a probability sample. 
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Table 9.4 Employment Cost Survey: Response Rate, December 1987 

All Private Industries Manufacturing 

N % N % 

Original sample of establishments 5,940 944 
Less out of business 746 135 
Less out of scope 318 41 

Less no job match 135 18 
Equals eligible establishments 4,741 100.0 750 100.0 

Good data 3,417 72.1 523 69.7 
Refusals 1,324 27.9 227 30.3 

Source: Bureau of Labor Statistics, unpublished data. 

Table 9.5 Retail Sales: Response Rates, August 1989 

Estimated 

Sales Volume 

No. of Firms ($bil.) 

1. Initial sample 12,197 146.4 

2. Less out of business 877 0 
3. Less out of scope 404 2.3 

4. Equals potential respondents 10,916 144.1 

(100.0) (100.0) 

5. Less initial refusals 1,104 9.0 

(10.1) (6.2) 

6. Equals total mailed 9,812 135.1 

(89.9) (93.8) 

7. Less new refusals in August 37 a 

(0.3) 

8. Less failed to report 1,135 13.6 

(10.4) (9.4) 

9. Equals reports received 8,640 121.5 

(79.1) (84.3) 

Source: Bureau of the Census, unpublished data. 

Note: Percentages are given in parentheses. 

“Included in row 8. 

any one survey from such a small sample of surveys. A major problem is that 

hard data on the response at repricing are not available; this information can 

come only from special BLS investigations. 

The figure for the PPI in tables 9.2 and 9.8 includes some estimates on my 

part. An independent judgmental estimate of BLS specialists for the PPI puts 

the response rate in the “low sixties,” a figure that is viewed by BLS as a low 

response.7 

7. Thomas Tibbetts, assistant commissioner. Division of Industrial Prices, Bureau of Labor 

Statistics, conversation with author, 24 January 1990. 



288 Murray F. Foss 

Table 9.6 Wholesale Sales: Response Rates, August 1989 

Estimated 

Sales Volume 

No. of Firms ($bil.) 

1. Initial sample 3,577 151.3 

2. Less out of business 63 a 

3. Less out of scope 176 7.3 

4. Equals potential respondents 3,338 142.1 

(100.0) (100.0) 

5. Less initial refusals 320 13.2 

(9.6) (9.3) 

6. Equals total mailed 3,018 128.9 

(90.4) (90.7) 

7. Less new refusals in August 13 a 

(0.4) 

8. Less failed to report 248 10.6 
(7.4) (7.5) 

9. Equals reports received 2,757 118.3 

(82.6) (83.2) 

Source: Bureau of the Census, unpublished data. 

Note: Percentages are given in parentheses. 

“Included in row 8. 

Table 9.7 Private Nonresidential Construction Survey: Response Rates, 1988 

Month % of Projects % of Dollar Vol¬ 

ume of Work Put 

in Place 

1 41 50 

2 53 65 

6 60 73 

12 60 + 75-76 

Source: Bureau of the Census, unpublished data. 

Note: Similar results would obtain for Multifamily Residential Construction Survey according to 
the Census Bureau. 

9.2.6 Factors Affecting Response Rates 

What are the factors that affect response rates? I believe that three are im¬ 

portant: the complexity of the survey (the “burden” problem); the nature of 

the data (proprietary issues) and who is asking for the information; and legal 

issues. I am not aware that legal issues, which may be a special aspect of 

proprietary problems, have ever been discussed in connection with govern¬ 

ment price surveys, although Stigler and Kindahl mention the problem in 

passing. It is taken up briefly here and more fully further on. Iam assuming 
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Table 9.8 Summary of Total Response Rates 

Frequency Date Response Rate 

BLS: 

Producer prices Monthly Late 1989 64 wtd. 
International prices3 Quarterly 1989:4b 67-67 
Employment cost Quarterly Dec. 1987 70 
Occupational-employment Annual 1986 80 

Census: 

Retail sales Monthly Aug. 1989 84 wtd. 
Wholesale sales Monthly Aug. 1989 83 wtd. 
Private nonresidential construction Monthly 1988 avg. 73 wtd.c 

Source: See tables 9.1-9.7 and the text. 

“These results refer to the quarterly sample, not to the smaller monthly sample. 

bRepricing survey. 

cAfter six months. Similar results are obtained for private multifamily construction. 

that the relative effort by each government agency to collect the data is con¬ 

stant across surveys. 

The burden of a survey is a common problem. In the fall of 1988, OMB 

conducted a small survey concerning the burden of the PPI repricing survey 

(Form BLS 473P). Most respondents said that it was an easy survey to answer, 

but there was a certain amount of complaining about government surveys gen¬ 

erally. I assume that the general complaints are common to all surveys. Indi¬ 

vidual responses are available in the OMB Docket Library in docket 1220- 

0008. 
Proprietary issues involve two closely related considerations: the nature of 

the data and who is asking for the information. Some proprietary data are 

more confidential than others. Because they can often be reasonably approxi¬ 

mated by (literally) an outside observer, employment data would seem to be 

less confidential than, say, profits of a nonpublic corporation. A careful ob¬ 

server can probably make a reasonably good guess about annual sales volume 

of a trade establishment. Price data are of several different kinds. Some are 

available for the asking through price lists, while others may vary from cus¬ 

tomer to customer even when price lists are published by the seller; this latter 

type is highly confidential information. 
The source of the data request is also important. Generally speaking, a gov¬ 

ernment agency will do better than a private individual or institution in obtain¬ 

ing price information, although there are private price surveys, such as the 

survey of spot steel prices referred to in International Trade Commission 

(ITC) reports (U.S. International Trade Commission 1988, 39-40). 

Stigler and Kindahl had poor success in enlisting cooperation from sellers 

in their survey of industrial prices: “Industrial companies are generally reti¬ 

cent to report selling prices other than list prices. . . . The reticence no doubt 
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stemmed partly from reasons of commercial interest, despite our promise of 

complete confidentiality” (Stigler and Kindahl 1970, 23, 26). 
Although businesses provide BLS with much proprietary information in the 

price surveys, no one—including the Bureau—really knows the extent to 

which even cooperating firms may be holding back information. The follow¬ 

ing, from a Wall Street Journal story (Camevale 1989) is suggestive. AT&T 

complained to the Federal Communications Commission (FCC) that MCI 

gave discounts to several large customers for telecommunications services but 

failed to include this information in its filings with the FCC. MCI responded 

that it provides discount services under contract to big business customers but 

does not file these details with the FCC. In its complaint, AT&T maintained 

that it was illegal for MCI not to provide tariff information for services MCI 

offered to such firms as Merrill Lynch, Westin Hotels, United Airlines, the 

Pentagon, the University of Colorado at Boulder, and others. According to 

AT&T, the offer to Merrill Lynch was 8.5 percent below the lowest rate spec¬ 

ified in MCI tariffs. 
Legal issues must be of importance in response rates to government price 

surveys. Stigler and Kindahl stated that, in addition to reasons of commercial 

interest, “potential legal complications also discourag[e] the reporting of sell¬ 

ing prices. The Robinson-Patman Act places a substantial burden on any seller 

to justify differences in price . . . and it was often cited to us as a reason for 

noncooperation. Buyers, on the other hand, had fewer legal or commercial 

doubts and cooperation was much greater” (1970, 23, 26; emphasis added). 

No doubt, the very poor response that Stigler and Kindahl elicited from sellers 

was due partly to the fact that they were acting as private individuals. BLS 

can offer firms more convincing assurances regarding confidentiality. 

The Bureau has gone to considerable lengths over a long period of years to 

assure respondents to its surveys that any information supplied by the individ¬ 

ual firm will be held in the strictest confidence and cannot be used against the 

firm by another agency of the government. U.S. courts have upheld the Bu¬ 

reau in resisting attempts of private individuals and firms to gain access to 

individual company data as well as attempts by agencies of the government 

for similar information. There can be little doubt that BLS enjoys an excellent 

reputation so far as confidentiality of data is concerned. The problem is 

whether this view of the Bureau is universally shared by all businesses. 

Surely, some of the firms who choose not to participate in the price survey at 

initiation and some of the cooperating firms that either fail to send in reports 

each month or send in partial reports must have a degree of skepticism regard¬ 

ing BLS assurances. Such firms hold back because they are fearful that the 

data that they supply may fall into the wrong hands. 

This kind of concern should not be passed over lightly. In this regard, the 

experience of the Census Bureau in getting firms to report inventory statistics 

is instructive. The problem revolved around the use of the LIFO (last-in first- 

out) method of inventory accounting, a technique that has the effect of reduc- 
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ing book profits and profits taxes during periods of inflation. The material that 

follows is excerpted from a report on inventory statistics of which I was a 

joint author and concerns the so-called conformity requirement as stated in 

sections 472(c) and (e) of the 1954 tax code (Foss, Fromm, and Rottenberg 
1981,73-74): 

There are many aspects of income determination where firms may use one 
accounting method in reporting to Internal Revenue Service (IRS) for cal¬ 
culating its tax liability and another for financial reporting to shareholders, 
creditors, and others. For example, a firm may use accelerated methods of 
depreciation for tax purposes but straight-line methods for reports to stock¬ 
holders. . . . However, if a firm has adopted LIFO, IRS bars use of a differ¬ 
ent valuation method for financial reporting to the public or to creditors. 
Failure to abide by this requirement may result in withdrawal of permission 
to use the LIFO method for determining tax liability. LIFO is apparently 
viewed as a [tax-reducing] privilege which IRS grants and may re¬ 
voke. . . . The rationale of the IRS position is that a firm should not be 
permitted to report a low profit for tax purposes and a high profit to the 
public. 

In the mid-1970s, the IRS conformity requirement was hindering the com¬ 

pilation of inventory statistics by the Census Bureau. The Census Bureau 

wanted firms that used the LIFO method to report their inventories on a non- 

LIFO valuation basis so that valuation methods across all firms could be more 

or less uniform. Despite the fact that reports to the Census Bureau are gov¬ 

erned by title 13 of the U.S. Code, which states, among other things, that the 

information in such reports may be used for no purpose other than statistical 

and prohibits the disclosure of individual firm data under pain of criminal 

prosecution, some firms refused to cooperate with the Census Bureau on ad¬ 

vice of legal counsel “because of concern that the IRS conformity requirement 

would be violated” (Foss et al. 1981, 74). 
This impasse was resolved after the Census Bureau took steps to explain to 

the IRS how IRS regulations were adversely affecting response rates. Follow¬ 

ing a series of discussions, IRS issued a regulation permitting firms to report 

the information requested by the Census Bureau without fear of losing their 

LIFO privileges (see the appendix). The episode is interesting because it 

shows how sensitive firms can be regarding compliance with the law. To me, 

it demonstrates that mere assurance of confidentiality from BLS may not be 

sufficient for some firms to assuage the fear that, by reporting to the Bureau, 

they may be exposing themselves to enforcement action or private lawsuits. 

I have been impressed by the experience of Stigler and Kindahl and was 

especially impressed in the late 1970s by what most persons would consider 

some innocuous data requests that the Census Bureau made regarding inven¬ 

tory valuation methods. Even though the Federal Trade Commission is enforc¬ 

ing Robinson-Patman far less vigorously than it was in the early post-World 

War II period, it remains the law of the land and cannot fail to be taken into 
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account by all but the smallest businesses when asked by BLS to supply price 

data. 

9.3 The Robinson-Patman Act 

The Robinson-Patman Act is a federal statute directed against price dis¬ 

crimination. It was passed in 1936 as an amendment to certain provisions of 

the Clayton Act at a time of widespread concern over the future of small busi¬ 

ness. In particular, the sponsors of the legislation believed that large national 

chain stores, mail-order houses, and other large buyers were wresting price 

concessions from small suppliers that would lead, if unchecked, to the disap¬ 

pearance of small firms. The chief provision of the new law prohibited the 

charging of dilferent prices for goods of the same quality where the effect 

would result in a “substantial lessening of competition.” Such price discrimi¬ 

nation is legal, however, if it can be proved that these price differences are 

based on cost differences, if the price differences were made to meet compe¬ 

tition “in good faith,” or if they were based on perishability or obsolescence 

of the product. 
If Robinson-Patman were limited in its scope, it might be dismissed as one 

of many specialized obstacles to the working of competition in the U.S. econ¬ 

omy. In fact, however, its scope is far reaching not simply because it applies 

to commodities sold in interstate commerce but also because price discrimi¬ 

nation is a common economic phenomenon, one of the most prevalent forms 

of marketing practice (Varian 1989, 598). Price discrimination in economics 

involves charging different buyers different prices even though marginal costs 

are the same or charging the same price to different buyers where marginal 

costs are different. Economists have long known that it always pays to dis¬ 

criminate if you can do so. As Phlips (1987, 953) put it, “Compared with a 

uniform price, discriminating prices are not only closer to the highest price a 

particular customer will pay; they also make it possible to serve customers 

who would not be able to buy at the uniform price.” 

Although the professed intention of the sponsors of Robinson-Patman was 

the preservation of competition, the law in fact became a device to protect 

established, independent wholesalers and retailers (Adelman [1953] 1969). 

The administration of the law by the Federal Trade Commission was anticom¬ 

petitive in its effects, at least through the 1970s. For much of its history, at¬ 

tempts at price cutting have been discouraged. For example, in concentrated 

markets, a seller might hesitate to make price cuts that would be met imme¬ 

diately by competitors. The same seller might cut prices, however, to one or 

more purchasers as a first step toward a more general price reduction. Or a 

new entrant might decide that the best way to gain a foothold in a new market 

was through price reduction. If, however, he is required to cut prices to pur¬ 

chasers in all markets, old and new, he may decide against the new venture. 

As the Stigler Report pointed out, the FTC never attempted to differentiate 
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between the seller who wished to make a secret price cut and the monopsonist 

who extracted unjustified concessions from his suppliers to the detriment of 

his competitors (Report of the Task Force on Productivity and Competition 

[Stigler Report] 1969, 839). 

In recent years, enforcement of the law as reflected in cases brought to court 

by the FTC has diminished greatly, averaging less than one per year in the 

1980s, a substantial decline as compared to the experience of the 1950s and 

1960s. The more recent FTC behavior undoubtedly reflects a response to the 

widespread criticism of the act as well as a changed attitude at the FTC and in 

the courts.8 The FTC’s main concern now appears to be anticompetitive prac¬ 

tices. It seems to be looking at results in the marketplace rather than at the 

practices themselves. In the new view, practices that involve price differences 

may be overlooked if they bring about greater efficiency.9 It would be a mis¬ 

take, however, to assume that the act is now and has been in recent years a 

complete dead letter. Moreover, since the law continues to have the backing 

of small business, it still has powerful support in the Congress. 

9.3.1 Robinson-Patman Today 

Since the Federal Trade Commission’s enforcement of Robinson-Patman 

has been minimal for more than a decade—although late in 1988 the FTC 

brought a case against book publishers for granting larger discounts to certain 

retail chains than to other retailers10—what can be said about Robinson- 

Patman today? Do businessmen take account of it in their pricing decisions? 

The fact is that little is known about compliance with this statute. On the basis 

of recent evaluations of Robinson-Patman and recent conversations with 

Robinson-Patman specialists—mainly but not exclusively lawyers—I have 

the impression that the law is very much alive but that businessmen have 

learned how to live with it in a diversity of ways.11 
The deterrent effect of the law now comes primarily from private suits, 

which may involve treble damages in addition to the certainty of legal costs, 

both of which may be substantial. According to Earl Kintner, a former FTC 

chairman, and Joseph Bauer (Kintner and Bauer 1986, 607-8): 

The present vitality of the Robinson-Patman Act has been sustained by pri¬ 
vate litigants. And indeed, there are still literally dozens of reported private 
actions each year reflecting what must be hundreds of such claims (or 
counts in other actions) that are being filed. Knowledge of this potential for 

8. For criticism in addition to the Stigler Report, see “Report of White House Task Force on 
Antitrust Policy” ([1968] 1969) and Justice Department (1977). For some of the very extensive 

literature, see American Bar Association (1980). 
9. See, e.g., a 1982 statement by James C. Miller, former FTC chairman, in Kintner and Bauer 

(1986, 606-7, n. 108). 
10. Harper and Row, Publishers, Inc., etal, D.9217-9222 (complaints issued 20 December 

1988). 
11. For some fairly recent assessments, see “The Robinson-Patman Act” (1986). 
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litigation plays an important role in marketing decisions and preventive 
counseling. However, of late the likelihood of success in a private enforce¬ 
ment action has been diminished somewhat by restrictive, and even hostile, 
readings given the act by various court decisions. 

In the past few years, there have been from twenty to thirty private lawsuits 

per year involving Robinson-Patman, although some of these have been coun¬ 

tersuits in response to an initial suit.12 But, if Robinson-Patman is dead, its 

death—or at least its moribund condition—has perhaps been exaggerated. In 

March 1990, a North Carolina jury in a federal court awarded Liggett and 

Myers Company a record treble damages judgment of $148.8 million against 

Brown and Williamson Tobacco Corporation for discriminatory pricing prac¬ 

tices under Robinson-Patman.13 In August 1990, a federal judge threw out this 

jury verdict, maintaining that the goal of the antitrust laws was “to promote 

consumer welfare, not to discourage aggressive price competition” (Green 

1990). The plaintilfs are appealing. Although the judge’s decision is in keep¬ 

ing with the newer thinking on the part of the courts and the Federal Trade 

Commission, the very large award and the still uncertain outcome of this case 

cannot help but reinforce the feeling among businessmen that Robinson- 

Patman is still very much alive. 

Some specialists, asked about compliance suggest that it is necessary to 

differentiate between large and small firms. One defined a large firm as one 

that is large enough to have a general counsel or that sells according to a “sales 

policy.” Large firms are very much aware of Robinson-Patman. Small firms 

either are not aware or tend to ignore it. One Robinson-Patman specialist told 

me recently, “When you talk to sales and marketing people about prices, price 

discrimination is always the $64,000 question.” 

Lawyers offer all kinds of advice to their clients for overcoming the restric¬ 

tions against discrimination. In one view, the easiest defense against 

Robinson-Patman is “to make sure it does not apply to a [covered] transaction 

at all” (Scher 1986, 533). For example, since Robinson-Patman prohibits the 

sale of the same product to different buyers at different prices, a price conces¬ 

sion may be made within the law if the specifications of the product are altered 

slightly (Scher 1986, 541-42; Whiting 1986, 713). Critics of Robinson- 

Patman have pointed out that the statute thus encourages an increase in prod¬ 

uct differentiation and “denies the economy the advantage of longer produc¬ 
tion runs” (Justice Department 1977, 176). 

According to another attorney, the essence of “good” Robinson-Patman 

counseling is to find a “sophisticated” way by which a firm can cut prices 

without having the price concession show up in the price quotation. As an 

12. Robert M. Klein, American Bar Association, telephone conversation with author, 17 Janu¬ 
ary 1990. 

13. Liggett Group Inc. v. Brown & Williamson Tobacco Corp., DC MNC, No. C-84-617-D 
3/2/90, 58 ATRR345. 
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example, a manufacturer may devise an advertising campaign that would be 

of definite benefit to a particular customer or a particular class of customers. 

As a result of the concession, the seller’s advertising costs would be higher 

and its net revenue lower, but the price itself would be unaffected. 

9.3.2 How Robinson-Patman Might Affect Business Response 

Against this background, what can be said about the business response to 

the PPI survey? The paragraphs that follow, which are necessarily speculative, 

attempt to delineate various kinds of responses. Since the incentive to discrim¬ 

inate is still strong, and since sanctions against discrimination are now mainly 

in the form of private suits, which have been increasingly difficult to win, I 

conclude that there is much noncompliance with Robinson-Patman today.14 

Some of the noncompliance,especially among large firms, leads such firms to 

omit the reporting of prices that are discriminatory by Robinson-Patman stan¬ 

dards. Some of the noncompliance among the same firms leads them to report 

prices that are not true transactions prices, such as list prices. I have no doubt 

that there are many firms that comply with the law completely. Some conceiv¬ 

ably make no attempts to get around the law because of respect for the law, 

because of the prospective costs of a lawsuit, or because the costs of changing 

commodity specifications, for example, are too high. These firms report 

prices that BLS can accept at face value. 
Another group ignores the law completely. It is not likely to report to BLS 

at all. These firms should be found mainly among the refusals at initiation, 

although there are other reasons for refusals. My guess is that most firms 

would fall in between the group that ignores the law completely and the group 

that complies completely. 
Sellers who discriminate by making specials deals with one or a few buyers 

are unlikely to report them to BLS. Although Stigler and Kindahl elicited 

much better cooperation in obtaining prices from buyers than from sellers, 

they found that even buyers who supplied data for their investigation were 

unwilling to report “extraordinarily favorable deals” (Stigler and Kindahl 

1970, 27). The data on response rates in repricing in the PPI (see table 9.2 

above) suggest that even cooperating firms often fail to report prices to BLS 

regularly. Special deals or discounts from list that firms prefer not to report to 

BLS could well be important reasons for missing reports. Furthermore, these 

are not likely to be the sorts of things that a business would report in response 

14. Although the plaintiffs lost their appeal in the Circuit Court, their petition for certiorari was 
granted by the Supreme Court (see Barrett 1992). It remains to be seen how the Liggett and Myers 
case against Brown-Williamson will affect business behavior. The same question could be raised 
about the recent Texaco case. In June 1990, in a nine to zero decision, the Supreme Court found 
that Texaco had violated the Robinson-Patman Act by selling gasoline to two large distributors at 
discounts that it did not give to smaller retailers. The Justice Department supported Texaco in a 
brief filed with the Court (Greenhouse 1990). Conceivably, both these cases could lead to greater 
compliance by business, but they might also make businesses less willing to participate in volun¬ 

tary surveys, especially price surveys. 
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to a follow-up telephone call from BLS asking why they failed to send in a 

particular price. Sellers who discriminate but who use a “sophisticated” 

method like the advertising example given above may well report but are not 

likely to report a correct transactions price to BLS. 

9.4 What Can Be Done to Improve Reporting of Transaction Prices? 

Now that BLS is using a probability sample and has a clearer idea of its 

response rate, perhaps it should reconsider the universal applicability of its 

policy of pricing commodities with highly detailed specifications. In its effort 

to obtain a pure price measure, BLS seems to be pursuing a policy that maxi¬ 

mizes specificity. Response rate seems to be viewed as something indepen¬ 

dent. If my hypothesis is correct, the two are closely related, and there may 

be a trade-off between them. A system of somewhat less detailed specification 

might elicit a higher response rate and be optimal with respect to BLS’s ulti¬ 

mate objective—obtaining information on the monthly behavior of prices in 

each industry. The PPI system, in which nonresponse is more than one-third, 

would seem to require a reconsideration of the entire approach. 

For example, if BLS used somewhat broader commodity specifications at 

the individual firm level, this might permit the firm to combine customers 

more easily, and this in turn would make it easier for the firm to conceal spe¬ 

cial deals. The case for broader classifications is strengthened when one re¬ 

members that, under Robinson-Patman, a true price cut can be masked by an 

apparent change in specifications. Another method of combining could take 

the form of averaging over a period of time. At present, BLS seeks the ship¬ 

ments price on Tuesday of the week containing the 13th of the month. Perhaps 

if the prospective cooperator were given the option of reporting on a monthly 

or quarterly average basis, willingness to participate at initiation and steady 

participation in repricing would be improved.15 

In this regard, it is encouraging to see that the steel industry may at long 

last be reporting transactions prices to BLS (Betsock and Gerduk, chap. 8 in 

this volume). Large steel companies that in the past would report only list 

prices for flat-rolled steel products now seem willing to report transactions 

prices. While expressing uncertainty about why the industry has changed its 

attitude about reporting, Betsock and Gerduk note that companies are report¬ 

ing with a one-month lag average transactions prices applicable to well- 

defined commodities. They admit the possibility that a changing mix of cus¬ 

tomers may introduce distortions into the average prices being reported; this 

would give the appearance of price change where none existed. Unless that 

is demonstrably biased, it would seem to be a small price to pay—together 

with the one-month lag—for obtaining transactions prices in this particular 
industry. 

15. According to Thomas Tibbetts of BLS, “a fair number” of respondents submit average 
monthly figures to BLS as a compromise offer. 
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Steel is not unique among American industries. From past studies (e.g., 

Flueck 1961) there is reason to believe that many other commodities suffer 

from the biases that were evident in flat-rolled steel. Now that BLS has intro¬ 

duced probability sampling, it could pay special attention to those industries 

where response rates give the appearance of being well below average. BLS 

might consider offering such industries the same arrangement that was worked 

out for flat-rolled steel. For this paper, I would have examined detailed indus¬ 

try response rates, but I was given access to response rates of only a limited 
number of detailed industries. 

There is a large body of price data available from the General Services 

Administration and the Department of Defense covering items bought by the 

federal government. Researchers could make comparisons of the behavior of 

federal prices with comparable prices in the revised PPI in order to highlight 

problems. As indicated earlier, this was done on a large scale by Flueck for 

the Stigler Report; it was also carried out on a much smaller scale by Ziemer 

and Galbraith (1983, 164-73). 

9.5 Concluding Remarks 

BLS should pay close attention to laws and regulations that may affect the 

data that they are collecting because the kind of data that business is willing 

to submit is to some extent a function of business compliance with the law. 

Field agents need instruction in these matters. The solicitation of help from 

outside groups such as the American Bar Association should be undertaken 

with this in mind. Most important, BLS questions should be framed so as to 

maximize response of good-quality data. Improving the low response rate in 

the PPI survey may mean a greater BLS acceptance of averaging over time 

and/or greater acceptance of broader commodity specifications. 

Appendix 

Revenue Procedure 76-36 

26 CFR 601.204: Changes in accounting periods and in methods of 

accounting. (Also Part I, Section 472; 1.472-1.) 

Rev. Proc. 76-36 

Sec. 1. Purpose 

The purpose of this Revenue Procedure is to modify the provisions of Rev. 

Proc. 75-36, 1725-2 C.B. 565, relating to the furnishing of financial data to 

the Bureau of Census (Census) and the Bureau of Economic Analysis (BEA), 
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which are agencies within and under the jurisdiction of the United States De¬ 

partment of Commerce. 

Sec. 2. Scope 

The scope of this Revenue Procedure is limited to those taxpayers who pro¬ 

vide Census with information concerning inventory, for which the taxpayers 

employ the last-in, first-out (LIFO) inventory method, as described in section 

472 of the Internal Revenue Code of 1954. 

Sec. 3. Background 

.01 Rev. Proc. 75-36 sets forth the procedure to be used by the Internal 

Revenue Service in the examination of Federal income tax returns involving 

the LIFO inventory requirements of section 472(c) of the Code for the taxable 

year in which the taxpayer elects or reelects to use the LIFO inventory 

method, or extends an existing LIFO election to cover all or a greater portion 

of its inventories, and Census or BEA requests that the taxpayer furnish cer¬ 

tain financial information to the appropriate agency. 
.02 Section 472(c)(2) of the Code and the regulation issued thereunder pro¬ 

vide, in part, that once the LIFO method is elected, it must be used in all 

subsequent taxable years, unless the Secretary of the Treasury or the Secre¬ 

tary’s delegate determines that the taxpayer has used some procedure other 

than the LIFO method for any such subsequent taxable year in order to ascer¬ 

tain the income, profit, or loss of such subsequent taxable year, for the pur¬ 

pose of a report or statement covering such taxable year to shareholders, part¬ 

ners, or other proprietors, or beneficiaries, or for credit purposes. 

.03 Census collects data on inventories of manufacturing and wholesale 

firms in the economic census conducted every five years. Similar data are also 

collected in monthly and/or annual surveys for manufacturing, wholesale, and 

retail firms. These data are collected under the authority of title 13, United 

States Code, 1.3 U.S.C.A. section 9 (Supp. 1975) (title 13). Section 9 of title 

13 states that the information collected may not be used “for any purpose 

other than the statistical purposes for which it is supplied” and further prohib¬ 

its “any publication whereby the data furnished by any particular establish¬ 

ment or individual under this title can be identified." This section also does 

not permit “anyone other than the sworn officers and employees of the De¬ 

partment or bureau or agency thereof to examine the individual reports.” 

.04 Under the provisions of title 13, data collected in Census surveys are 

exempt from disclosures under the Freedom of Information Act. Data on in¬ 

dividual firms may not be released because (1) they are “specifically exempted 

by statute,” and (2) they are “commercial or financial information obtained 

from a person and privileged or confidential.” (Section 552(h)(3) and (b)(4) of 

title 5, United States Code, 5 U.S.C.A. section 552 (Supp. 1975).) 

.05 Census requires taxpayers to submit financial information in the year of 

the LIFO election, reelection, or extension, as well as in subsequent taxable 
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years. Certain of the required information is not available on a LIFO basis (for 

example, inventory on a location basis) and some taxpayers have been reluc¬ 

tant to submit the required information because Rev. Proc. 75-36 is limited to 
the year of the LIFO election, reelection, or extension. 

.06 The information to be furnished to Census will not be furnished by the 

taxpayer to any other persons nor will it be furnished to other government 

agencies unless otherwise authorized by the Service. 

Sec. 4. Application 

In the examination of returns, a taxpayer’s LIFO election will not be termi¬ 

nated for Federal income tax purposes solely because the taxpayer has fur¬ 

nished financial information required by Census to Census on a non-LIFO 

basis, for the year of the LIFO election, reelection, or extension, as well as 

for subsequent taxable years. This Revenue Procedure applies to all financial 

information collected by Census under the authority of title 13, and exempted 

from disclosure under the Freedom of Information Act, under the authority of 

title 5, United States Code, 5 U.S.C.A. section 552 (Supp. 1975). . . . 

Sec. 6. Effect on Other Documents 

To the extent provided herein, Rev. Proc. 75-36 is modified. 

Sec. 7. Inquiries 

Inquiries in regard to this Revenue Procedure should refer to its number and 

be addressed to the Commissioner of Internal Revenue, Attention T:C:C, 

1111 Constitution Avenue, N. W., Washington, D.C. 20224. 

26 CFR 601.105: Examination of returns and claims for refund, credit or 

abatement, determinations of correct tax liability. (Also Part I, Section 167; 

1.167(a)-ll.) 

Asset depreciation range system; aircraft and air transportation assets. As¬ 

set guideline classes, asset guideline depreciation periods and ranges, and an¬ 

nual asset guideline repair allowance percentages are set forth for aircraft and 

air transportation assets first placed in service after April 15, 1976; Rev. Proc. 

72-10 modified. 
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Comment Robert W. Crandall 

Betsock and Gerduk deal with a rather common problem in the measurement 

of industrial prices: the use of list prices versus transactions prices. For many 

years the Bureau of Labor Statistics (BLS) had relied on list prices for steel 

industry prices in the producer price index (PPI). This may have been satisfac¬ 

tory if list prices moved with actual transactions prices, but in the 1980s 

changes in list prices clearly did not mirror changes in transactions prices. 

BLS discovered in 1982 and again in 1986 that transactions prices and list 

prices moved in opposite directions. As a result, BLS was forced to reexamine 

its approach to collecting price data in its 1990 resampling of the industry. 

Betsock and Gerduk point out the difficulties in linking a new set of steel 

prices to the old price series when transactions data are not available for earlier 

years. They also discuss the effect of changes in industry structure on steel 

price reporting. The new, competitive minimills generally provide transac¬ 

tions prices for bar and rod products, but the older integrated firms sell in two 

quite different markets, in which prices may diverge. For sheet and plate prod¬ 

ucts in particular, the large steel companies sell to large buyers under annual 

contracts. Month-to-month deviations in these contract prices are likely to be 

quite small. In addition, the larger mills also sell on the spot market, often 

through steel service centers. The mix of contract and spot sales is unfortu¬ 

nately changing, further complicating BLS’s problem. 

Robert W. Crandall is a senior fellow in the Economics Studies Program at the Brookings 

Institution. 
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The authors distinguish between actual price quotations at a point in time 

versus average monthly prices, suggesting that BLS has traditionally preferred 

the former for the PPI. Why this preference should exist is not clear to me. 

Nor is the problem of trying to obtain price data from different divisions or 

even from buyers seemingly an insuperable one. If the PPI steel series is to 

measure the movement in prices received by manufacturers, it would seem 

desirable to check price quotations with both buyers and sellers—a point 

made by Stigler and Kindahl (1970) two decades ago. 

In their revised paper, Betsock and Gerduk tell us that BLS was finally able 

to persuade most of the large integrated producers to submit average transac¬ 

tions price data with a one-month lag. The authors seem somewhat surprised 

by these firms’ change of heart. For decades, they had refused to supply trans¬ 

actions prices, preferring instead to give BLS unrealistic list prices. But, with 

the continuing growth of competition from minimills, reconstituted integrated 

companies, and imports, it now appears that the industry has essentially given 

up on the notion that it can prevent price cutting from announced list prices. 

The minimills are now invading even the sheet products and are poised to 

drive the integrated firms from the structural steel market. “Administered 

pricing” for steel has been relegated to the dustbin of history. 

The authors are rather oblique in their discussion of the current steel price 

sampling methodology. It would be very helpful if they explained more pre¬ 

cisely their current procedures, including the number of reporters, the number 

of contract price reports, the number of spot price reports, and their distribu¬ 
tion by steel mill product. 

Foss’s paper takes up an important issue that is raised by Betsock and Ger¬ 

duk: the reluctance of sellers to report transactions prices. He carefully re¬ 

views the response rate of firms to other government surveys and finds that 

the response rate to the PPI is somewhat lower than for all the other surveys 

in his study. He concludes from this that firms are more reluctant to report 
price data than any other type of economic information. 

Foss’s explanation for the low response rate to the PPI survey is that firms 

are afraid that such responses could be the basis for Robinson-Patman Act 

actions even though BLS assures businessmen that their individual responses 

will be protected from other agencies’ inquiries. If this explanation were cor¬ 

rect, one would expect to find that industries subject to the greatest probability 

of Robinson-Patman Act actions would have the lowest reporting rates. More¬ 

over, one would also expect response rates to vary with the degree of 

Robinson-Patman enforcement over time. Given the recent inactivity of the 

Federal Trade Commission (FTC) in Robinson-Patman litigation, one would 

expect businesses to be less and less fearful of providing price data to the 

BLS. Foss reminds us, however, that private treble damage suits are still a 
threat in this area. 

I believe that there are at least two other explanations for the low response 

rates to BLS price surveys. First, businesses in some concentrated industries 
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may not want anyone to know when they depart from tacitly collusive list 

prices to expand their market share. Second, the fear of the possible imposi¬ 

tion of price controls may inhibit firms from reporting actual transactions 

prices. If the tacit collusion theory is correct, response rates should vary 

across industries, with the most concentrated having the lowest response 

rates. If the price control theory is valid, response rates should fall after peri¬ 

ods of price controls but rise again after long periods of relative price stability. 

Interestingly, the steel industry has engaged in a variety of pricing practices 

that have been claimed to be overtly or tacitly collusive. The Judge Gary din¬ 

ners, of course, are legend. In the 1930s and 1940s, the use of basing-point 

pricing by steel companies became quite controversial, and the FTC was even¬ 

tually successful in attacking this pricing policy in the Triangle Steel Conduit 

case in 1948. 
Foss’s theory deserves to be tested against the evidence, but I am skeptical 

that the Robinson-Patman Act alone explains much of the variance in response 

rates. I would add a few more dimensions to the theory of firms’ reluctance to 

comply with BLS requests. 
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10 The Deflation of 
Military Aircraft 

Richard C. Ziemer and Pamela A. Kelly 

10.1 Introduction 

The Bureau of Economic Analysis (BEA) entered into an agreement with 

the Department of Defense (DOD) in 1975 to develop a measure of defense 

purchases in constant prices and an official defense deflator. Prior to this ef¬ 

fort, no official measures of price change for purchases of military-specific 

goods and services had been developed. Initial results of the study and the 

methodology were published in the report Price Changes in Defense Pur¬ 

chases of the United States (U.S. Department of Commerce 1979). Current- 

and constant-dollar estimates of defense purchases were incorporated into the 

national income and product accounts (NIPA) with the 1972 benchmark pub¬ 

lished in December 1980. Quarterly and annual series are available for the 

period 1972 to date and are published in the Survey of Current Business. 

This paper may be considered a sequel to the general overview of the defla¬ 

tion of defense purchases found in an earlier work (Ziemer and Galbraith 

1983). Although the paper focuses on aircraft, the techniques described apply 

to most other purchases of weapons systems by DOD. Defense purchases in 

constant dollars, other than weapons systems and compensation, are generally 

derived by deflation. Specification pricing, the same technique as employed 

by the Bureau of Labor Statistics (BLS), is used to develop price indexes from 

data on prices paid by DOD. These indexes are used to deflate current-dollar 

defense purchases. Categories of purchases for which price data are not avail¬ 

able from DOD are deflated using proxy price indexes such as the producer 

price index (PPI). Constant-dollar purchases of military compensation are de¬ 

rived by extrapolating base year compensation by the number of active duty 

personnel by rank. Constant-dollar purchases of civilian compensation are de- 

Richard C. Ziemer and Pamela A. Kelly are economists with the Bureau of Economic Analysis, 

U.S. Department of Commerce. 
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rived by extrapolating base year compensation by the number of hours worked 

by employees by grade and step. A more detailed description of the method¬ 

ology used in estimating the full range of national defense purchases may be 

found in U.S. Department of Commerce (1988). 
The purpose of the paper is to describe in some detail the types of data that 

are available to BEA and the techniques used to transform these data into 

current- and constant-dollar defense purchases of aircraft. The paper is di¬ 

vided into three sections. The first section briefly reviews the general pricing 

techniques used in the development of prices for military equipment. The de¬ 

scription focuses primarily on the way in which certain price-determining 

characteristics are treated and how this may differ from other price indexes 

such as the PPI and the consumer price index (CPI). 
The second section, which contains the bulk of the paper, gives a detailed 

look at these techniques using a case study approach. We have devised price 

and quantity data for two hypothetical fighter aircraft. These data are used to 

portray many of the situations that we observe in the actual data. We hope that 

this detailed methodology will shed some light on what the published defense 

purchases series does and does not show. 

The third section contains a brief summary of defense purchases of aircraft. 

These data illustrate the effect of these techniques on actual data. 

10.1.1 Background 

The goal of the defense price work was to develop measures of constant- 

dollar defense purchases within the framework of the NIPAs (U.S. Depart¬ 

ment of Commerce 1979, 21). This goal, coupled with the procedures used 

by DOD for purchasing weapons systems, dictated many of the procedures 

used in constructing the measures of price change. Following is a brief review 

of some of these procedures. 

Defense purchases in the NIPAs are recorded on a delivery basis. This 

means that during the period that a given aircraft is being manufactured and 

DOD is making progress payments to the producer, BEA does not record a 

defense purchase. The progress payments appear as additions to business in¬ 

ventories. The purchase is recorded only when DOD takes delivery of the 

completed unit; at that time, there is also recorded a reduction in business 

inventories. The time lag between initiating production and the delivery of a 

completed unit can be as much as four years for some aircraft. 

Most weapons systems are purchased by DOD as components of a system 

rather than as a single item. An aircraft, for example, usually has four major 

component contracts: engines, avionics (i.e., electronic devices for use in 

aviation), armament, and the airframe and assembly. In addition, there may 

be many smaller components that are purchased separately, such as tires and 

ejection seats. The engines, avionics, etc., appear as a defense purchase in the 

GNP when DOD accepts the item from the contractor, and at that time the 

price for these components will appear in the defense price index. These com- 
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ponents are then furnished to the airframe and assembly contractor. When 

DOD accepts the completed aircraft, only the delivery of the airframe and 

assembly operation is recorded as a defense purchase in the GNP—the other 

components having been accepted earlier—and only then do the airframe and 

assembly price appear in the defense purchases price index. 

Defense purchases of weapons systems in the NIPAs are derived primarily 

from data on quantities and prices of components delivered in each time pe¬ 

riod. The basic series are calculated as follows: 

(1) 

(2) 

(3) 

(4) 

C, = Pit x Qit, 

Kt = Pib x Qit, 

= P„ X Qib 

~ pib x q: 
where C = deliveries in current dollars, D = implicit price deflator, 

P = price of item at delivery, t = time period of delivery, i = z'th compo¬ 

nent (z = 1 ,n),K = deliveries in constant dollars, / = fixed-weighted price 

index, Q = quantity of item delivered, and b = base period. 

While price and quantity estimates are collected and processed for many 

series, there are some items for which data are not readily available. For these 

items, an alternative measure for the purchase is used. Data on disbursements 

for a class of weapons systems (e.g., Air Force combat aircraft) are available 

from DOD. These data are adjusted to exclude progress payments on items 

for which price and quantity data are processed. The remaining disbursements 

are assumed to be for items that are paid for at the time of delivery and repre¬ 

sent current-dollar purchases of unpriced items. Constant-dollar purchases are 

the value of the unpriced items deflated by the price index for priced items. 

Total purchases of weapons systems are the sum of the priced and unpriced 

items. 

10.1.2 Measurement of Quality Change 

The technique used to construct the detailed price series is of critical impor¬ 

tance in the development of any measure of quality (or price) change. A tech¬ 

nique known as specification pricing is used to develop the price measures for 

defense purchases. This is the same technique that is used by BLS in the PPI 

and CPI. Specification pricing consists of defining the price-determining char¬ 

acteristics for a given item that is to be priced and pricing items with identical 

characteristics over time. Price-determining characteristics for defense pur¬ 

chases are the physical characteristics of an item that influence its price. In 

addition to the physical configuration (e.g., number of engines, number 

of seats, etc.), price-determining characteristics for an aircraft would include 
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(1) materials or design that affect the aircraft’s length of service, need for or 

ease of repairs, weight, speed, or maneuverability; (2) mechanical features 

that affect overall operation, efficiency, or the ability of a component to per¬ 

form its function; and (3) safety features such as ejection seats. Price¬ 

determining characteristics would not include features of style, appearance, 

comfort, convenience, or design solely to make the aircraft appear different. 

Nonphysical criteria that affect the purchase price, such as the number of units 

purchased on a given contract or the rate at which the aircraft are to be pro¬ 

duced, are not included as part of the specification to be priced. 

Items being purchased, however, do not usually maintain the same specifi¬ 

cations for long periods of time. Products are continually being modified, 

which can result in changes to the price-determining characteristics. When a 

change occurs in the price-determining characteristics of an item being priced, 

the change is evaluated to determine if it is a quality change. For defense 

purchases, the criteria for quality change are (a) that there is a physical change 

to the item and (b) that the change enhances the ability of the item to perform 

its mission. Each weapons system is designed for a particular mission within 

the overall defense program. A wide variety of missions are performed by 

various aircraft, from the delivery of nuclear bombs by the B-52, to long- 

range reconnaissance by the SR-71. Each of these missions requires an air¬ 

craft with somewhat different characteristics. The Navy’s F-14 fighter aircraft, 

for example, has as its mission to protect a fleet of ships from enemy aircraft. 

This requires that it be fast, be maneuverable, have sophisticated electronics 

for detecting enemy aircraft at great distances, and be able to destroy the 

enemy aircraft before they reach the fleet. The Air Force’s A-10 attack air¬ 

craft, on the other hand, has as its mission to supply close air support of 

ground troops. This mission requires less speed than a fighter aircraft, but the 

A-10 must be able to fly close to the ground, have some protective armor, and 

be able to destroy enemy tanks. Each physical change to an aircraft is exam¬ 

ined to determine if it improves that aircraft’s ability to perform its mission. If 

it does, the cost of producing that physical change is taken as the value of the 

quality change, and the price is adjusted accordingly. Any other change in the 

price paid by DOD for that item is defined as a price change. 

This procedure is known as the “performance/cost-of-production” method 

of adjusting for quality change. Changes in performance are not used to value 

the quality of an item; they are used only to determine whether there has been 

a quality change. The value of the quality change is determined by the cost of 

producing the change. The following example may help clarify this tech¬ 

nique. Assume a fighter aircraft that flies at Mach 1 with a price of $1,000 in 

period T. In period T + 1, a physical change is made to the aircraft that al¬ 

lows it to fly at Mach 2. An increase in speed helps a fighter aircraft perform 

its mission. The price of the aircraft increases to $1,500, but the cost of mak¬ 

ing the change was $300. These data yield a quality change of $300 and a 

price change of $200. Therefore, there is a price increase of 20 percent and a 
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quality increase of 30 percent even though the speed of the aircraft has 

doubled. 

Methods of adjusting for quality change other than the performance/cost- 

of-production method have been proposed. An alternative method of adjusting 

for quality change was presented in Gordon (1990). In the case of commercial 

aircraft, Gordon adjusted prices of identical models by a quality factor based 

on changes in net revenue relative to changes in the prices of aircraft pur¬ 

chased. Gordon found that, in the period 1965-82, net revenue rose much 

faster than price because jet technology brought about declining real costs for 

fuel, maintenance, and crew per unit of output (Gordon 1990, chap. 4). (For 

a discussion of the concepts of quality adjustment, see Triplett [1983]). 

The procedures described above may yield somewhat different measures of 

price change than price indexes such as the CPI and PPI (U.S. Department of 

Labor 1988). The primary cause of this is the treatment of certain price- 

influencing characteristics. Listed below are four characteristics that are 

treated as price changes in defense purchases but not in the calculation of the 

PPI or CPI: 

• Buy size: Differences in price due to a difference in the number of units 

ordered on one contract. 
• Production rate: Differences in price due to changes requested by DOD in 

the production rate, such as for stretch-outs due to budget constraints. 

• Learning curve: Differences in price due to differences in position on the 

learning curve (see below). 
• Producer: Differences in price due to different producers for the same item. 

In addition, any changes to a weapons system that are for the remedy of de¬ 

fects are defined as not being quality changes. It is assumed that, when a 

weapons system enters into production, it fits together and works. 

10.1.3 Splicing Price Series 

A major problem is encountered in the development of any quantity or price 

series when a product disappears and is replaced by a new product. The new 

product will not match the specifications of the old product; therefore, the 

price of the new product may not be directly comparable to the price of the 

old product. The old and new price or quantity series must be spliced together 

to form a continuous measure over time. There exist several procedures that 

can be used to handle this problem. 
The first procedure is called a direct link procedure. The price of the new 

product is linked to the level of the price index for the old product. This pro¬ 

cedure assumes that the entire difference in price level between the old product 

and the new, at the time of the introduction of the new product, is due to a 

difference in quality. 
The second procedure is called a direct comparison. The price of the new 
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item is directly compared to the price of the old item. This method assumes 

that there is no dilference in quality between the two items and that any differ¬ 

ence in the price paid is a price change. 
The third procedure, and the one used for most new weapons systems, is to 

treat the new product as a quality adjustment to the old product. This is done 

by evaluating the physical differences between the old and the new products 

to determine whether there has been a quality change. If it is determined that 

there are quality differences, the cost of producing those physical changes is 

defined as the value of the changes, and the price is adjusted accordingly. Any 

other change in the price paid by DOD for the new item is a price change. 

However, when this procedure is used for introducing a new weapons system, 

the price of the new system must also be adjusted for learning-curve effects. 

The learning curve represents the reduction in labor hours required for pro¬ 

ducing successive units of a new weapons system of a given technology. The 

new system may be superior to the system it replaces. However, the price of 

early units of the new system will be overstated relative to the old system, 

which has already experienced significant learning. In keeping with the cost 

analysis community, BEA assumes that, by the hundredth unit of production 

of a new fighter aircraft, additional learning is relatively minor. The price of 

the hundredth unit of the new system is compared with the price of the old 

system at the link point to yield the best estimate of the actual resource cost 

difference between the two systems. BLS waits to introduce a new product 

into its price index until that product has established a market share—at which 

time most learning has already occurred. BEA treats the higher prices for the 

first ninety-nine units over the hundredth unit of the new system as price in¬ 

creases relative to the old system. Each of these units is included in the price 

index as it is delivered. A more detailed discussion of learning curves and the 

technique for introducing new models is contained in appendix A. 

10.2 Case Study 

The case study uses two hypothetical aircraft to illustrate many of the data 

sources and procedures used in the preparation of defense purchases in the 

NIPAs. The case study highlights military aircraft, but the procedures are typ¬ 

ical for most military equipment purchases. The case study begins with price 

derivation and continues through index creation. In the process, quality ad¬ 

justments, learning curves, and splicing techniques are examined. 

A new fighter aircraft, the F456, replaces an older fighter aircraft, the F123. 

Both aircraft include the same general component systems, but the F456 in¬ 

corporates quality improvements in all components except engines. For this 

example, the aircraft are produced simultaneously for two years. Table 10.1 

shows the price and quantity information for the last four contracts of the older 

aircraft, the FI23. Table 10.2 shows the entire contract history for the newer 

aircraft, the F456. An addendum containing information pertaining to quality 
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Table 10.1 F123 Unit Prices by Contract ($thousands) 

Contract number 8 9 10 11 

Contract quantity (units) 70 75 75 75 

Delivery year 1975 1976 1977 1978 

Contractor-furnished equipment (CFE) 2,205.8 2,463.6 2,741.0 2,876.2 

Airframe 1,359.4 1,506.2 1,652.8 1,737.9 

Flight controls 194.7 218.0 246.7 257.0 

Penetration aids 10.1 11.8 12.8 13.5 

Communications equipment 8.9 10.2 12.0 12.5 

Radar equipment 273.3 305.9 353.8 372.4 

Fire control equipment 111.8 127.1 140.9 147.5 

Weapons and armament systems 247.6 284.5 322.0 335.4 

Navigation equipment 97.9 113.5 133.4 140.3 

Navigation equipment (CFE) 89.8 104.5 123.5 129.8 

Navigation equipment (GFE) 8.1 9.0 10.0 10.5 

Government-furnished equipment (GFE) 2,097.3 2,335.1 2,489.6 2,594.4 

Engines (2 per aircraft) 1,459.7 1,601.0 1,640.6 1,705.4 

Other GFE 637.6 734.1 848.9 888.9 

Total 4,400.9 4,912.2 5,364.0 5,610.9 

change between contracts appears at the bottom of table 10.2. Notes providing 

additional information about the F456 also appear at the bottom of table 10.2. 

To facilitate the presentation of this case study, we have made some simpli¬ 

fying assumptions: 
1. Typically, aircraft deliveries for a given contract year begin a year or 

more after the contract year. In addition, deliveries for that contract can extend 

over more than one year. In the case study, only one contract is delivered in a 

year for each aircraft system. For example, all fifty-five F456 aircraft in con¬ 

tract 5 are delivered in 1981; therefore, we will refer to contract 5 as the 1981 

F456. 
2. The estimates will be shown annually; however, BEA produces quarterly 

estimates in current and constant dollars for the national income and product 

accounts. 
3. Typically, the component prices developed for the estimation of defense 

purchases evolve from different sources. To start, prices are derived from bud¬ 

get estimates that contain a minimum of detail. Later, detailed contractor cost 

reports become available as the contract goes into production. At the comple¬ 

tion of the contract, a final contractor cost report shows the final costs. As 

shown, the FI23 and F456 prices represent estimates based on final contractor 

cost information. The data used for quality adjustment come from engineering 

change orders, which are DOD-approved engineering changes in the design 

or production of the weapon system. 
4. The FI23 contract history includes information for contracts 8-11. We 

excluded a substantial portion of the history for this aircraft; however, this 
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was done so as to highlight the F456 and to avoid duplication of examples. 

For the same reasons, we have made the unlikely assumption that no quality 

adjustments were needed for the F123. 

Because of the nature of this case study, many of the complexities of the 

work to develop current- and constant-dollar defense purchases are obscured. 

The estimates are required long before good information becomes available. 

For example, learning curves must be determined with the first production 

contract, and the percentage changes in the level of quality for a product must 

be estimated before prices can be calculated. 

10.2.1 Price Derivation 

BEA uses many different data sources for price derivation, but the best 

source is the contractor cost report. An example of this type of report for the 

fifth F456 contract appears in figure 10.1. The report shows recurring and 

nonrecurring costs by element code, or system component, as of the date on 

the report. Estimates of these costs at the completion of the contract are also 

displayed. Additional sections provide information on the type or terms of the 

contract (sec. 5, Contract Type), the total value of the contract (sec. 6, Con¬ 

tract Price), and any cost-sharing arrangements that prove applicable (sec. 7, 

Contract Ceiling). Many editions of these reports exist for a single contract 

because of reporting requirements; however, the report where the “To Date” 

section equals the “At Completion” section, such as found in this example, is 

the final source of price information available to BEA. 
The report indicates that the total of nonrecurring and recurring costs for 

the fifty-five F456 airframes (element code Al) is $246.8 million. When de¬ 

veloping a time series for a chosen pricing component, BEA must attempt to 

maintain the composition of that item over time. As such, the costs described 

as nonrecurring, by definition, must be excluded from the price-estimating 

procedure. Given recurring costs of $181.4 million and a contract quantity of 

fifty-five airframes, the per-unit cost of the airframe is $3,299 million. To 

obtain the per-unit price, BEA multiplies the per-unit cost by a profit (or loss) 

factor that allocates a proportional value of total profit and general and admin¬ 

istrative (G&A) costs to the individual components. 
Generally, the profit factor equals the total contract price divided by the 

total manufacturing cost. For a firm-fixed-price contract as shown in the ex¬ 

ample, no adjustments need to be made to this formula. As a result, the profit 

factor for this contract is 1.120393, or 570,000/508,750. The estimated price 

for the airframe is $3,696 million, or $3,299 million x 1.120393. Cost¬ 

sharing agreements typical of many types of contracts complicate this proce¬ 

dure because of the additional elements of target and ceiling prices. Whatever 

the procedure, the final goal is to obtain the actual value of contractor profit 

given the negotiated terms of the contract. 
The detail at which BEA derives prices often depends solely on the amount 

of data provided in the contractor reports. Most of the prices derived for the 
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F456 were calculated at the second level of element code detail (Al, A2), 

which is the lowest level of information shown for most elements. Although 

more detail exists for fire control and navigation equipment, inconsistencies 

between the reports for different contract years create difficulties. 

For example, early contract years for the F456 display the cost information 

in the same format as shown in figure 10.1. Later years show fire control 

equipment without the added breakdown. If we had priced fire control equip¬ 

ment in two sections (software and other), then an adjustment would be 

needed when the detailed information is no longer available. We can avoid the 

need for an adjustment without losing much accuracy by pricing these com¬ 
ponents at a higher level of detail. 

Another situation involves the weapons delivery and armament elements. 

Table 10.2 shows a price for the combination of these two components. The 

F456 reports (fig. 10.1) show them as separate items; however, the F123 re¬ 

ports exhibit them as a single element without additional detail. Because of 

this, we have chosen to combine the F456 elements to resemble the compo¬ 

nent classifications used for the FI23 more closely. A more consistent time 

series for the weapons/armament component results. The prices displayed in 

table 10.2 represent the data included under the Air Vehicle element code. 

As seen in tables 10.1 and 10.2, the navigation equipment components pro¬ 

cured under both contractor-furnished equipment (CFE) and government- 

furnished equipment (GFE) are combined to make a single pricing series. In 

1981, the majority of the CFE navigation equipment switched to GFE navi¬ 

gation equipment; however, the total composition of navigation equipment 

remains the same. Owing to the method by which BEA processes quality ad¬ 

justments, switches between priced series can cause some calculation prob¬ 

lems. To avoid these problems, we combine these two very similar series and 

process at the total navigation equipment level. A detailed discussion of price 

series switches appears later in this paper. 
Problems arise when attempting to develop consistent price series for the 

remaining elements, such as project management or technical publications. 

No quantities are associated with these elements, thus making it difficult to 

develop per-unit prices. The contract quantity for the air vehicle could be used 

as a proxy quantity; however, the composition of these elements changes, so 

any series developed in this manner would be inconsistent over time. For ex¬ 

ample, both the 1981 and the 1982 F456 contracts have air vehicle quantities 

of fifty-five; however, more than fifty-five technical publications were bought 

in the 1982 contract. Using air vehicles as a proxy quantity in this case causes 

an apparent price increase for technical publications when in fact the price 

might be stable. Also, because the share of these items to the total value of the 

contract varies over time, we cannot allocate them over the Air Vehicle ele¬ 

ments. 
As mentioned earlier, current dollars equal the sum of the products of prices 

and quantities delivered in a given time period. Constant dollars equal the sum 
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of the products of the quantities delivered in the given time period and the 

corresponding base prices. Any adjustments needed for differences in quality 

over time for a given product are made in the base price. As a result, constant 

dollars reflect purchases of a varying mix of consistent product series. 
Although BEA maintains price and quantity estimates for a large number 

of defense purchases, insufficient data on prices, quantities, or both require us 

to use an alternative approach when developing current and constant dollars 

for some items. The unpriced items such as data and project management, as 

well as the costs classified as nonrecurring, must be included in current- and 

constant-dollar defense purchases. As mentioned earlier, data are available for 

disbursements by class of aircraft. Progress payments, however, are not avail¬ 

able. The method by which estimated progress payments are removed from 

disbursements is referred to as the “ratio method. 
The “ratio method” uses disbursements data from financial reports to ap¬ 

proximate purchases, in any given time period, for those items not specifically 

priced. For example, an aircraft contract represents purchases of $1,000 over 

a five-year period. Of the $1,000, only $750 appears in the data base of priced 

items. The remaining $250 is spread over the five years of the program by 

assigning 25 percent of all disbursements to current dollars in the time period 

when the disbursement is made. If disbursements in the first year are $200, 

the current-dollar unpriced items are $50 ($200 x .25). To calculate pur¬ 

chases, the $50 is then added to any current dollars that result from deliveries 

of aircraft in that year. This procedure assures that all appropriate DOD ex¬ 

penditures appear as defense purchases. To obtain constant dollars, the current 

dollars for unpriced items are deflated using the priced items as a proxy. 

Constant-dollar purchases then equal the sum of constant dollars for priced 

and unpriced items. 

10.2.2 Price Series Splicing 

A common problem in developing current- and constant-dollar defense pur¬ 

chases occurs with the introduction of new products. The case study example 

illustrates this problem with the FI23 that ends in 1978 and the F456 that 

begins in 1977. A common method used to deal with this problem is to treat 

the new product as a quality adjustment to the old product. An evaluation of 

the physical differences between the old and the new systems in this case 

shows that quality improved for all components except engines. (The previ¬ 

ously upgraded engines for the FI23 are used without modification for the 

first four contracts of the F456.) 
The procedure to calculate the quality adjustment for the new product is 

similar to the method used to calculate the value of quality change for a model 

change in a single system. Prices at comparable levels of production efficiency 

for both systems are estimated in prices of a single time period. The technique 

for choosing a comparison time period varies with the circumstances of the 

product series. 
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In the case study example, both the FI23 and the F456 were produced in 

1977. We need to estimate the value of quality change in 1977 dollars, so it is 

logical to choose 1977 as the comparison time period. This eliminates the 

need to adjust the calculated value of quality change to dollars of another time 

period and, therefore, reduces the amount of the estimation error in the cal¬ 
culations. 

Although prices already exist for the F456 in 1977 dollars, they reflect costs 

at the top of the learning curve and represent an inefficient level of production. 

If the actual 1977 F456 prices are used in the quality-adjustment calculations, 

the value of quality change between the two aircraft would be grossly over¬ 

stated. To eliminate this problem, prices at the bottom of the learning curve 

for the new system are chosen—1980 F456—as the starting point for the 

estimation procedure. These prices represent the point where labor efficiency 

in the new system is comparable to that in the old system. Once the new 1977 

prices for the 1980 F456 have been estimated by removing a value for price 

change between these two time periods, they can be directly compared with 

the prices for the FI23. The difference between the adjusted F456 prices and 

the FI23 prices equals the value of quality change for the new system in 1977 

dollars. 

For example, the price of the FI23 airframe in 1977 (contract 10 in table 

10.1) is 1,652.8. The price of the F456 airframe at the bottom of the learning 

curve is 3,407.7 (contract 4 in table 10.2). Estimating and removing price 

change between 1977 and 1980 gives a price for the F456 airframe in 1977 

dollars. The value of the price change must be based on a relevant price series 

that reflects a pure price change. The BEA has a limited choice of proxies for 

this purpose. The price series for another aircraft can provide a good source 

of price change if production of the other aircraft remains steady in the rele¬ 

vant time period. If such a source is unavailable, then we have to use a general 

price index for aircraft or aircraft components to estimate price change. For 

the purposes of this case study, a historical DOD procurement index series 

was used to estimate price change between contracts. In this case, the value 

of price change between 1977 and 1980 for the airframe is 888.7, and the 

resulting price estimate for the airframe in 1977 dollars is 2,519.0. Taking the 

difference between the prices for the two systems gives a quality adjustment 

of 866.2(2,519.0 - 1,652.8) in 1977 dollars. 

Often, the time period chosen for the splice represents the time when the 

decision was made to proceed with the procurement of the new product. This 

is generally the case when the two products do not have an actual overlap time 

period. For example, the government decides to procure the F456 in 1976 and 

deliveries start in 1977. If we assume that the FI23 was last delivered in 1975, 

then we would estimate the FI 23 in 1976 prices and compare it with the esti¬ 

mates for an efficiently produced F456 in 1976 prices. The resulting values of 

quality change must then be adjusted to reflect prices comparable to the first 

delivery prices of the F456. 
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As the table 10.2 notes to contract 4 mention, the 1980 F456 represents the 

bottom of the learning curve for all components except the weapons and ar¬ 

mament systems, which have no apparent learning curve. Because there is no 

need to adjust the 1977 F456 price for weapons and armament systems in 

order to derive a comparable level of production efficiency with the FI23, the 

two systems can be linked without adjustments. The price of the F456 weap¬ 

ons and armament systems is 512.0 in 1977, and the price for similar FI23 

systems is 322.0 in 1977. If we assume that the entire difference in price is 

due to quality improvement, then the value of the quality change is 190.0 

(512.0 - 322.0). Table 10.3 displays the quality adjustments by component 

for the entire F456 program. 
A splicing technique must also be used when data sources for a single sys¬ 

tem change to the extent that the component prices no longer represent the 

same items. For example, contractor data exist for a substantial portion of a 

program, but budget documents provide the only available information for 

current and future contracts. The contractor information details cost data by 

component. The budget documents provide a single price for the combination 

of airframe and all other contractor-furnished equipment. Obviously, the 

contractor-furnished airframe price and the budget document airframe price 

represent different levels of detail and cannot be used in the same price series 

without adjustments. 
One way in which we can handle this situation is to make a quality adjust¬ 

ment to the existing series. For example, on the basis of the last available 

contractor information, the price of the airframe could be quality adjusted 

using the sum of the prices of the other components as the value of the quality 

improvement. This estimate could then be used with the price derived from 

the budget documents. This procedure may sound acceptable, but it has many 

problems in practical application. For example, the budget documents include 

not only the same components extracted from contractor reports but also an 

unspecified and variable mix of other items. An estimate could be developed 

to account for this problem; however, the value developed for the quality ad¬ 

justment in such a case becomes very judgmental. 

The preferred way in which to handle the problems associated with chang¬ 

ing data sources is to develop an alternative price series composed strictly of 

budget data. This series would then be used to move the primary pricing com¬ 

ponents, which are derived from contractor reports, in the relevant time peri¬ 

ods. For those time periods in which the contractor data are available, the 

budget data series remains inactive and does not influence the derivation of 

current- and constant-dollar defense purchases. This procedure holds an ad¬ 

vantage because it requires no arbitrary decisions about the composition of the 

budget aggregation. 

10.2.3 Quality Valuation 

Once component prices have been established for the systems and the two 

weapons systems have been spliced, the next major step in constructing a 
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current- and constant-dollar series is the valuation of quality change within a 

particular system. For simplicity, we assume that the quality for each of the 

components of the FI23 remains the same for the four contracts shown. We 

can then concentrate on the quality adjustments needed for the F456. 

The first quality issue listed in the addendum to table 10.2 appears in 1979 

(contract 3) when the contractor updates the fire control software. In the F456 

program, the fire control software update incorporates new processing tech¬ 

nology that increases the speed of calculations. The important point in this 

case is that the price of the improved software is less than the price of the 

original software—335.5 in 1978 and 298.5 in 1979. Given the performance/ 

cost-of-production method of adjusting for quality change and the rule that 

the cost of producing the physical change is the value of the quality improve¬ 

ment, we would not make any adjustments for the software update (see sec. 

10.1.2 above). 
The next quality issue appears in 1981 (contract 5) when the government 

purchases upgraded engines. The new engines increase the performance of 

the aircraft and, therefore, qualify as a quality adjustment. The value of the 

quality change equals the difference in prices between 1980 and 1981 less an 

adjustment for price change. In the example, quality change is 710.5 

(3,059.8 - 2,125.7 - 223.6), where 223.6 is the estimate of price change 

based on a relevant price indicator series. The engine upgrade shown in 1986 

(contract 10) is processed in the same manner. 
The 1981 contract also includes another type of quality adjustment. In the 

example, contractor-furnished equipment and government-furnished equip¬ 

ment both include purchases of navigation equipment. In this contract year, 

the majority of the navigation equipment formerly procured from the prime 

contractor switched from CFE to GFE. The price for this equipment in 1981 

is 235; therefore, the value of quality change for CFE navigation equipment is 

— 235, and the value of quality change for GFE navigation equipment is 235. 

As mentioned earlier, switches such as this can cause problems in later calcu¬ 

lations. In this case study, these two subcomponents never influence the final 

results. All processing is done at the level of total navigation equipment, 

where the quality-adjustment effect is zero. 

The next quality adjustment occurs in 1982 (contract 6) when the radar is 

improved to offset advances in enemy missile technology. This quality adjust¬ 

ment is similar to the engine upgrade mentioned before. In this case, the value 

of the quality change is 235.1 (1,048.5 — 749.3 — 64.1), where 64.1 is the 

estimate of price change between 1981 and 1982. 

The contracts for 1982 and 1983 (contracts 6 and 7) show the effects of 

changes in the mix of equipment for other GFE. For simplicity in this case 

study, we assume that the other GFE component contains a consistent mix of 

equipment in most contracts. Typically, the other GFE components of an air¬ 

craft system can vary substantially from one contract to the next. In these two 

contracts, the number of repair kits purchased falls in 1982 and resumes in 
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1983. The value of the repair kits not purchased in 1982 is 300, so the value 

of the quality adjustment for this component is -300. In 1983, we assume 

that the price of repair kits has increased by the same amount as the remaining 

components within other GFE; therefore, the value of the repair kits pur¬ 
chased and, thus, the quality adjustment is 319.0. 

A model change usually requires some additional considerations when cal¬ 

culating the value of quality adjustment. In many instances, the price series 

will exhibit learning-curve characteristics, and additional steps must be taken 

so as not to overstate the value of the quality adjustment. 

In 1984 (contract 8), deliveries for the new B model of the F456 begin. The 

data show evidence of a learning curve for some components of the new 

model, including the airframe, radar equipment, fire control equipment, nav¬ 

igation equipment, and other GFE. Quality improves for flight controls, but 

no learning curve is evident. The remaining components (penetration aids, 

communications equipment, weapons, and engines) do not have significant 

quality changes. In the example, the bottom of the learning curve for the new 

model is reached in 1985 for all components except radar equipment. The 

bottom of the learning curve for the radar equipment appears in 1986. 

To calculate the correct value of the quality adjustment, we estimate the 

price of the A model in 1984 prices. Then we estimate the price of the B 

model at the bottom of the learning curve (1985 for all items except radar) in 

1984 prices. The difference between the estimated prices for the B model and 

the estimated prices for the A model equals the value of quality adjustment for 

the new model. 

For example, we estimate the price of the airframe for the A model in 1984 

dollars as 4,507.2 (4,306.9 x 1.0465), where 1.0465 is the factor used to 

adjust for price change between 1983 and 1984. As mentioned earlier, for the 

case study, the value or factor used to adjust for price change between two 

time periods comes from a DOD procurement price indicator series. The price 

of the B model in 1984 dollars, derived from prices at the bottom of the learn¬ 

ing curve, is 5,037.4 (5,204.6/1.0332), where 1.0332 is the factor used to 

adjust for price change between 1984 and 1985. The value of the quality ad¬ 

justment for the new model airframe equals the difference between 5,037.4 

and 4,507.2, or 530.2. The same procedure is used for all components; how¬ 

ever, for radar equipment, the factor accounts for price change between 1984 

and 1986. Also, because flight controls do not have a learning curve, no ad¬ 

justment was necessary. The calculation of the quality adjustment for this 

component is identical to that for the engine upgrades explained earlier. 

The next quality issue appears in 1985 (contract 9). A minor problem was 

discovered in the flight controls for the new B model. An engineering change 

order was instituted to correct the production deficiency responsible for the 

flaw in the flight controls, and the cost of the correction is $7,000 per aircraft. 

Although such a case, by its very nature, indicates a quality improvement, 

BEA would not make any adjustment in the constant-dollar purchases series. 
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In other words, the cost of the correction of a deficiency on a production 

aircraft will appear as a price change. As mentioned earlier, it is assumed that, 

when a system starts into production, it fits together and works. 
The last quality-adjustment issue mentioned in the notes to table 10.2 con¬ 

cerns a GFE-CFE switch in 1987 (contract 11). Some fire control equipment 

previously included in the other GFE component is now being purchased as 

CFE. This case shows the opposite of the situation explained earlier for navi¬ 

gation equipment, but, in this situation, the two pricing series remain sepa¬ 

rate. On the basis of contractor cost information, the price of the fire control 

equipment is 400.0. Thus, the value of quality improvement for CFE radar 

equipment is 400. 
Previously, we alluded to calculation problems when making quality adjust¬ 

ments for switches between pricing series. Assuming no other quality adjust¬ 

ments, the net effect on the total quality for the aircraft after a price series 

switch should be zero. In order to achieve this result, the quality adjustment 

for one series must equal a value that will offset the constant-dollar implica¬ 

tions of the quality adjustment in the other series. The technique by which this 

is done involves some concepts not yet discussed in this case study; therefore, 

at this time, we will say only that the value of the quality adjustment for other 

GFE is -444.9. Appendix B discusses the problems of switches and quality 

valuation in detail. 

10.2.4 Quality Factors 

To account for quality adjustment in constant-dollar defense purchases, 

BEA adjusts the base price of a series to reflect the change in quality. Each 

current price reflects a certain level of quality in the product series, so we 

derive a quality-adjusted base price for every current price. The technique by 

which this is done involves the derivation of quality factors and cumulative 

quality factors. Quality factors are a way of expressing the value of quality 

change as a percentage change. Cumulative quality factors allow us to com¬ 

pare levels of quality over a sequence of contracts. Each current or contract 

price in a price series has a quality factor and a cumulative quality factor. 

For example, a product originally costs $500 and a quality improvement 

occurs that is valued at $50. Quality improves by 10 percent; therefore, the 

quality factor is 1.100. Subsequently, the price of the product rises to $700, 

and another quality adjustment occurs that is valued at $35. This new quality 

adjustment is a 5 percent improvement over the already improved product, 

and the quality factor is 1.050. The two values of quality improvement are not 

comparable, given the price changes, and cannot be added; however, using 

quality factors, the difference in the levels of quality between the first and the 

latest observations can be expressed as another percentage change. This cu¬ 

mulative quality factor for the newest version of the product equals the prod- 

uct of the quality factors, or 1.155 (1.100 x 1.050). 

In general, the quality factor equals a quality-adjusted price divided by a 
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non-quality-adjusted price. In practice, we use two variations of this equation 

to derive quality factors. The method used depends on the situation and the 

assumptions made about the price and quality values available for use in the 

equation. The two methods are shown below (U.S. Department of Commerce 

1975, 65). Equation (5) shows method 1, the adjusted current price link 

method, and equation (6) shows method 2, the back link method: 

(6) F. = 
P. + V s — 1 s 

where F = quality factor, V = value of quality change, P = price, and 

s = contract sequence. 

Although the above equations can be expressed in notations indicating 

time, quality factors really represent changes in quality over a sequence of 

contracts or purchases. Often, this loosely corresponds to time; however, that 

is not always the case. Because contracts may overlap in a real time series, 

the boundaries of time with regard to quality are not clear. Also, a quality 

factor may represent the change in quality between two different systems in 

the same time period. In that case, 5 represents the new system and 5—1 

represents the previous or older system. For example, to splice the F456 to 

the FI23, we develop a quality adjustment in 1977 based on prices for each 

system in 1977. 
The adjusted current price link method, which is the most commonly used 

technique, uses the current product price as the quality-adjusted price in the 

numerator. The denominator is an estimate of the non-quality-adjusted price, 

which is derived by subtracting the value of quality change from the current 

price. This equation generates a legitimate quality factor only when the price 

and quality values are expressed in terms of the same level of production effi¬ 

ciency. 
The back link method uses product prices from the previous contract in the 

equation. The quality-adjusted price in the numerator is the price of the pre¬ 

vious contract plus the value of the quality adjustment between the two con¬ 

tracts in question. The denominator is the price of the previous contract. The 

implications of this technique require that the price and quality values used in 

the equation are expressed in terms of the same price level as well as the same 

level of production efficiency. 
For example, if Ps_] and Qs are expressed in dollars of different time pe¬ 

riods, then a quality adjustment based on the sum of these two values (Ps_i 

and 17) ignores any price change evident between the two time periods repre¬ 

sented by the contracts 5 — 1 and 5. If Ps_] is $100, Ps is $200, and Vs is 

$90, then, using the back link method, the resulting quality factor is 1.9, or 
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(100 + 90)/100. Prices between contract 5 - 1 and contract 5 increase 10 

percent, so s - 1 and 5 dollars are not equivalent. But, by using the back link 

method to calculate the quality factor, an assumption of equivalence is made. 

As a result, the quality factor in this example would be overstated. 

We generally use the back link method when the value of the quality change 

and the two prices are all expressed in comparable dollars but the levels of 

production efficiency differ. This is the case when splicing two price series or 

when changing models. The value of quality change incorporated in the new 

product is based on an estimate of an efficiently produced item in that time 

period. In other words, the price is adjusted for the learning curve before the 

quality calculation is done. During the procedure, a price for the older product 

is also generated for that time period if a price does not already exist. The 

back link method allows us to estimate a meaningful value in the numerator, 

namely, the price of the previous product if a quality adjustment had occurred. 

For example, the 1977 F123 airframe price of 1,652.8 plus the value of qual¬ 

ity change of 866.2 for the 1977 F456 airframe is a realistic estimate of a 

quality-improved airframe in 1977 dollars. 

On the other hand, in a case where the learning curve is a factor, the ad¬ 

justed current price link method generates a meaningless denominator because 

the price and quality values represent different levels of production efficiency. 

For example, in 1977, the price of the F456 airframe is 8,321.5. and the value 

of the quality change is again 866.2. Using the adjusted current price link 

method, the quality factor is 1.116, or 8,321.5/(8,321.5 — 866.2). The qual¬ 

ity factor is meaningless because the denominator has no economic meaning. 

The price of 8,321.5 is abnormally high because of the learning-curve consid¬ 

erations, but the quality change value of 866.2 already includes adjustments 

to remove the learning-curve effect. Therefore, using this method to calculate 

the quality factor understates the value of quality change. It should be noted 

that, if a price that had been adjusted for the learning curve were used in place 

of 8,321.5, then this equation would generate a legitimate quality factor equal 

to that generated by the back link method. 

Given comparable prices and quality values, either the back link or the ad¬ 

justed current price link technique can be used to obtain the correct quality 

factor. In practice, we find it easier to calculate quality factors by making a 

distinction between these two methods. In the case study, the back link 

method was used to calculate component quality factors in those time periods 

when prices are at the top of the learning curve—1977 and 1984. The adjusted 

current price link method was used in all other time periods. 

For example, for the 1977 (contract 1) F456 airframe, the price is 8,321.5, 

and the value of quality change is 866.2. The price for the previous observa¬ 

tion is 1,652.8, or the price of the F123 in 1977. Using the back link method, 

the quality factor is 1.5241, or (1,652.8 -I- 866.2)/l,652.8. In 1986, the 

quality factor for the engines using the adjusted current price link method is 

1.1593, or 4,658.9/(4,658.9 - 640.1). 
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Once the quality factors have been calculated, cumulative quality factors 

for the product series must be derived. The cumulative quality factor is 1.000 

for the first observation of a pricing component, and subsequent cumulative 

quality factors accumulate multiplicatively from this point. The choice of the 

base year has no relevance in the equation. As in equations (5) and (6), the 

cumulative quality factor is derived for each product series by contract se¬ 
quence: 

(7) Ms = Ms_l X F„ 

where M = cumulative quality factor, F = component quality factor, and 
s = contract sequence. 

In the case example, as mentioned earlier, we are assuming that quality is 

unchanged for the FI 23. Asa result of this assumption, the quality factors for 

each of the FI23 components for contracts 8-11 must equal 1.000. The cu¬ 

mulative quality factors for these contracts also equal 1.000. 

Cumulative quality factors change when the new system is introduced. For 

the 1977 F456 airframe, the quality factor is 1.5241. When multiplied by the 

cumulative quality factor for the previous contract (1.000), the cumulative 

quality factor for the airframe in 1977 is also 1.5241. The next available air¬ 

frame quality adjustment occurs in 1984 when the B model is introduced. The 

quality factor for the 1984 airframe is 1.1176, and, when multiplied by the 

cumulative quality factor for 1983, the cumulative quality factor for 1984 is 

1.7034, or (1.5241 x 1.1176). In other words, the quality of the B model of 

the F456 is 70.3 percent greater than that of the FI23. 

Tables 10.4 and 10.5 show the component quality factors and cumulative 

quality factors for each contract. 

10.2.5 Base Price Derivation 

Cumulative quality factors allow us to calculate base prices for any base 

year with little difficulty. We do this by calculating what we call a non-quality- 

adjusted base price for each component series for the base year in question. 

The non-quality-adjusted base price equals the base period current dollars di¬ 

vided by the product of the base period quantity and base period cumulative 

quality factor. In other words, for a given base year, the non-quality-adjusted 

base price is the base price for the first observation of a component series. 

(8) N = Pj, 
m; 

where N = non-quality-adjusted base price, M = cumulative quality factor, 

P = price, and b = base period. 
This simple equation illustrates the procedure when only one contract is 

delivered in the base year. If different contract values exist in the base period, 

then each of the contract quantities must be multiplied by its respective price 

in the numerator and its cumulative quality factor in the denominator. 
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Once the non-quality-adjusted base price has been derived, the base price 

for any individual contract within the component series can be calculated. The 

base price equals the non-quality-adjusted base price multiplied by the cumu¬ 

lative quality factor: 

(9) Bs = N x Ms, 

where N = non-quality-adjusted base price, M = cumulative quality factor, 

B = base price, and 5 = contract sequence. 
For example, the base year for consideration is 1975 = 100. The F123 

engines have a price of 1,459.7, a quantity of 70, and a cumulative quality 

factor of 1.000 in the base year. Using equation 8, the non-quality-adjusted 
base price for engines is 1,459.7, or (1,459.7 x 70)/(70 x 1.000). 

The cumulative quality factor for engines changes for the 1981 contract of 

the F456. Using equation (9), the base price for the 1981 engines is 1,901.2, 

or (1,459.7 x 1.3025). 
Table 10.6 displays the 1975 = 100 base prices for each of the component 

contract values. Table 10.7 displays the resulting price indexes using the 

price, quantity, and base price information. Table 10.8 shows purchases in 

constant 1975 prices. 

10.3 Conclusions 

This case study has examined many issues and procedures common to the 

work done at the Bureau of Economic Analysis for the derivation of the 

constant-dollar defense purchases series for military equipment. Aircraft, 

which is the largest of the durable goods aggregations, accounted for 8.7 per¬ 

cent of defense purchases in 1982. Since 1982, the portion of defense pur¬ 

chases attributable to aircraft has fluctuated between 8.3 and 11.9 percent. 

Since the 1987 high of 11.9 percent of defense purchases, aircraft’s share of 

the total has gradually declined to 10.5 percent in 1989. The aircraft series 

detailed in this case study is typical of most of the major equipment purchases 

included in defense current and constant dollars. Some additional observa¬ 

tions might prove useful. 

10.3.1 Highlights 

The base year presented in the case study is 1975. During that time, the 

FI23 is a mature program with efficient production quantities, and the F456 

has not yet appeared. Base prices represent prices at efficient production lev¬ 

els. Consider another base year. In 1984, the deliveries of a new model F456 

begin, and, as explained earlier, many of the components such as the airframe 

and radar equipment have learning curves. As a result, a time series using 

1984 base prices would reflect inefficient production levels for many of the 

components. Given multiple aircraft series in a 1984 = 100 base, the case 

study aircraft will have a relatively higher importance solely because of the 

location of the base period in relation to this aircraft’s learning curve. 
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In both 1985 and 1986, the actual number of F456 aircraft remains the 

same; however, purchases measured in constant dollars change because the 

engine was upgraded in 1986. 

In the notes to table 10.2, the second item indicates that the buy size, or the 

contracted quantity, for the engines falls because of the discontinued produc¬ 

tion of the FI23. This issue raises an important point that has not yet been 

addressed in the case study. Buy size does not affect the definition of a speci¬ 

fication. When the engine quantities fall from 210 (105 aircraft X 2 engines 

each) in 1978 to 80 in 1979, the price for a set of engines increases from 

1,705.4 to 1,925.2. This translates to a substantial increase in the implicit 

price deflator for engines. 

The base price derivation and quality-adjustment methods described in the 

case study offer us considerable flexibility. BEA can easily calculate defense 

purchases on any base because much of the preliminary work done for the 

published series need not be repeated for another base. Given prices, quanti¬ 

ties, and quality factors, the derivation of base prices for any year can be 
completely automated. 

10.3.2 Actual Data 

Table 10.9 displays the implicit price deflators (IPD) and fixed-weighted 

price indexes for new aircraft implicit in the published defense purchases se¬ 

ries. Table 10.10 shows the price indexes for various aircraft from which the 
published fixed-weighted index was calculated. 

The differences between the two published series in table 10.9 indicate the 

effects of quantity shifts. For example, in 1986, the fixed index declines 7.4 

percent, while the IPD increases 4.5 percent. Much of the difference can be 

attributed to the B-l. The B-l price declines because of the learning curve, so 

the fixed-weighted index falls. The B-l quantities increase 800 percent be¬ 

tween 1985 and 1986. The large shift in the relative importance of the B-l 

causes the IPD to increase. In addition, higher deliveries of C-5 aircraft in 

1986 also help increase the IPD; the C-5 has no effect on the fixed-weighted 
index because it was not delivered in the base year. 

The price indexes shown in table 10.10 exhibit many of the qualities high¬ 

lighted earlier in this paper. For example, learning curves can be seen for 

many of these systems. The B-l has a short life in which the prices drop 

dramatically as the buy sizes increase. The TR-1 prices drop steadily for many 

years because of the relatively small quantities purchased in each contract. In 

1988, the F-14 index rises dramatically owing to deliveries of a new model 
that is moving down a learning curve. 

Generally, when a learning curve is evident, indexes start very high and 

drop to a level similar to the other systems in that time period. The B-l starts 

above 300 and drops to almost 130 at the bottom of its learning curve. The 

exception to this is when a system is high on its learning curve in the base 
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Table 10.9 Implicit Price Deflator and Fixed-Weighted Price Indexes for Defense 

Purchases (CY 1982 = 100) 

Fixed IPD 

% Change Difference 

in Change, 

Fixed — IPD Fixed IPD 

1972 39.1 46.7 

1973 43.2 48.7 10.3 4.2 6.0 

1974 46.4 54.1 7.5 11.2 -3.7 

1975 52.5 55.7 13.1 2.9 10.1 

1976 53.5 58.4 2.0 4.8 -2.7 

1977 57.1 62.5 6.8 7.1 -0.4 

1978 64.4 67.9 12.7 8.6 4.1 

1979 75.1 73.2 16.6 7.9 

O
O

 

oo 

1980 79.8 78.8 6.3 7.6 -1.3 

1981 89.3 87.2 11.8 10.7 1.1 

1982 100.0 100.0 12.0 14.6 -2.6 

1983 110.8 108.6 10.8 8.6 2.2 

1984 129.8 125.6 17.2 15.6 1.6 

1985 131.3 117.8 1.1 -6.2 7.3 

1986 121.6 123.1 -7.4 4.5 -11.9 

1987 113.4 108.5 -6.7 -11.9 5.2 

1988 110.5 99.9 -2.5 -7.9 5.4 

1989 112.7 99.5 2.0 -0.4 2.4 

year. By rule, the index in the base year must be 100; therefore, these systems 

usually have very low indexes; the TR-1 is an example. 
Changes in buy size produce interesting results in the price indexes for in¬ 

dividual systems. The stretch-out in the A-10 program best illustrates the ef¬ 

fect of buy size on prices. The price index increases 34.8 percent in 1982, 

48.2 percent in 1983, and 8.5 percent in 1984. Four contracts were delivered 

during that time period, during which quantities fell from 142 to 60 to 20 in 

each of the last two buys. 
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Appendix A 

Learning Curves 

Cost analysts have observed that, as more units of a complex item are pro¬ 

duced, the labor hours required for producing successive units falls. This re¬ 

lation is called the organizational learning (or progress) curve. The earliest 

publication on a learning curve for aircraft was Wright (1936). Since that 

time, a considerable amount of research on this phenomenon has been under¬ 

taken by cost analysts and economists. A recent nonmathematical review of 

learning-curve research is contained in Argote and Epple (1990). 

Most common forms of the learning curve are represented by a smoothly 

decreasing function for labor hours per unit of output as the number of units 

produced increases. The simple form of the curve is the “unit” or “Boeing” 

curve, in which the learning rate is defined as the percentage that labor hours 

decline as the quantities produced double. The following example depicts a 

learning rate of 10 percent: 

Unit No. Labor Hours 

100 
90 

81 

73 

4 

8 
16 

32 

The labor hours saved per unit decrease by 10 percent as the number of units 

produced doubles. Learning curves are usually expressed in terms of the 

slope, which is 100 minus the learning rate. The example above represents a 

90 percent learning curve. 
The learning curve is important in deriving the appropriate price for splic¬ 

ing in a new weapons system. The splice price should represent the quality 

difference between the two systems at a comparable phase in the production 

cycle. Because of learning, prices of initial units of the new system will be 

overstated relative to the old weapons system where significant learning has 

already taken place. Splicing with the price for the first unit would result in 

the value of the resources saved in learning being treated as additional quality 

in the new system. The initial splice price would be very high, prices would 

drop after the splice period, and overall price change for the new system 

would be understated. 
It is assumed that, by the hundredth unit of production of a new fighter 

aircraft, additional learning is relatively minor. Therefore, the price of the 

hundredth unit, expressed in dollars of the time period when the first produc¬ 

tion contract is signed, represents the best estimate of the actual resource cost 

difference between the two systems. Note that this estimate does not account 

for changed technologies between the two aircraft. 



$ 

012345678 

Time 
Fig. 10A.1 Splicing weapons systems with learning 

Table 10A.1 Alternative Splicing for Price Indexes 

Time 

Period 

Price Per Unit Price Indexes 

F-I 

F-II 

F-I F-II 

Combined 

$ of T Actual PI P2 P3 

Base = — 1 2,000 3,200 3,200 

-1 2,000 100.0 100.0 100.0 100.0 
0 2,500 125.0 125.0 125.0 125.0 
1 3,000 150.0 150.0 150.0 150.0 
2 3,000 8,500 9,000 150.0 281.3 230.8 150.0 450.0 
3 6,500 8.000 250.0 250.0 133.3 400.0 
4 5,000 7,000 218.8 218.8 116.7 350.0 
5 4,000 7,500 234.4 234.4 125.0 375.0 
6 3,500 8,000 250.0 250.0 133.3 400.0 
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Figure 10A.1 illustrates the procedure. Point A represents the price of the 

old system at time period 2, when the decision is made to purchase a new 

system. The curve BC represents the estimated resources needed to produce 

the new system in factor prices of time period 2. Point C is the hundredth unit 

of the new system. The difference in price of this unit, when compared to the 

old system, represents the difference in quality between the two systems 

(D — A). The remaining difference in the expected price of the new system 

(.E — D) is recorded as a change in price. 
A numerical example of how the learning curve is used to create an adjusted 

price and splice two series together may help clarify the procedure. Figure 

10A.2 and table 10A.1 present data to splice the aircraft F-II to the aircraft 

F-I. In order to simplify the illustration, we have assumed that there are no 

quality changes to the aircraft during this period. 
The initial production contract for the F-II was signed in time period 0, 

when the F-I was being delivered at a price of $2,500 (A on fig. 10A.2). In 

dollars of time period 0, the F-II is expected to have a price of $8,500 (B) for 

the first lot purchased and drop to $3,500 (C) for the fifth lot. These prices are 

derived by estimating the unit resource requirements (labor, materials, etc.) 

and expressing them in terms of time period 0 dollars. These estimates repre¬ 

sent the expected savings in resources due to learning. Adjusting these prices 

for expected price change yields the price to be paid. 
The hundredth F-II will be delivered from the fourth lot at a price of $4,000 

(D) in time period 0 dollars. When compared to the F-I price of $2,500 (A) in 

time period 0, this price yields a quality difference (or, more specifically, a 

resource cost difference) of $1,500 (£>' - A). In short, one F-II is the equiv¬ 

alent of 1.6 F-Is in period 0 dollars. The F-I, however, has increased in price 

by 25 percent from the base period price of $2,000 (E). Therefore, the base 

price for the F-II must be adjusted to maintain the ratio of 1:1.6. This yields a 

F-II base price of $3,200 (F). 
Using the derived base price for the F-II, a price index can be constructed 

for the spliced series (table 10A. 1). The actual prices paid for the F-II are used 

to calculate the index; the quality link is carried in the new base price. The 

constant period 0 estimates are used only to estimate the resource-cost differ¬ 

ence between the two systems. This procedure yields a high splice price for 

the F-II, thereby causing the price index to jump dramatically and then decline 

(index PI). 
P2 shows the price index that would result if the same price data were used 

for the two aircraft, but the direct link procedure was used to splice the price 

series. This assumes that the entire difference in price between the two aircraft 

is due to a difference in quality. P3 shows the price index that would result if 

the direct comparison method were used to splice the two series. This method 

assumes that there is no difference in quality between the two aircraft. 
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Thousands $ 

Time 
Fig. 10A.2 F-I/F-II splice 

Appendix B 

Analysis of Price Series Switches 

Quality factors and the level of detail at which BEA derives prices lead to 

some problems for a few situations. Although the pricing series appear fairly 

detailed, they generally refer to a group of items. At times, BEA has sufficient 

information to subdivide these groups; however, details for many groups re¬ 

main vague. A problem arises when an element of one pricing group shifts to 
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another pricing group. In the case study, this situation can be observed in 1981 

when some contractor-furnished (CFE) navigation equipment shifts to 

government-furnished (GFE) navigation equipment. Also, in 1987, some fire 

control equipment embedded in the other GFE series shifts to the CFE fire 

control series. Because the quality implied by the sum of these components 

remains the same, the sum of the base prices should also remain unchanged. 

The way in which we derive quality factors implies that the percentage 

change in the price due to a quality adjustment translates to the same percent¬ 

age change in the base price. But the relative importance of a product in the 

shift time period seldom equates to the same relative importance in constant 

prices. As a result, in most product shift cases, the quality factor technique 

produces a discrepancy between the changes in value of the two base prices in 

question. 
For example, in 1987 some fire control equipment previously bought as 

GFE is now bought as CFE. Based on the contractor cost report, the value of 

this equipment equals 400. Using the adjusted current price link method, the 

quality factor for the CFE component is 1.8085, or 894.7/(894.7 — 400). 

Using the same technique and - 400 as the value of the quality change for the 

GFE equipment, the quality factor is 0.8821, or 2,992/[2,992 -(-400)]. On 

a 1975 = 100 base, the effect on the CFE fire control base price is +163.2, 

and the effect on the other GFE base price is - 148.7. The technique calcu¬ 

lates a discrepancy in the base price in this example because prices have 

changed by different amounts in the two series. In other words, the relative 

importance of the two series has not remained constant. 
When attempting to solve this problem, the detail contained in the price 

source documents often prohibits a simple solution. For example, the best 

way in which to solve the product switch problem is to group together over 

the life of the series those products that are involved in the switch. This, in 

fact, was done for the CFE-GFE switch of navigation equipment in 1981. 

Unfortunately, switches usually involve nonspecific GFE data and more de¬ 

tailed CFE data such as the fire control equipment switch mentioned above. 

In the case study, the 1987 switch is valued at 400. This value most likely was 

obvious from the contractor price report. Assuming no quality adjustments 

due to a shift in contractor, we then estimate the current effect on the GFE 

series as being —400. In other words, no information was actually available 

about the price of the product when it was procured under GFE. In fact, it is 

only an assumption based on an odd GFE price change that the newly ob¬ 

served fire control product on the contractor cost report was once included 

under the GFE series. Therefore, it would be impossible to group the GFE fire 

control equipment with the CFE fire control equipment over the life of the 

aircraft. 
The only way to solve the base price discrepancy problem in this case is to 

calculate a quality-adjustment value that will force the changes in the two base 

prices to offset. The calculation of the quality adjustment is explained best as 
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a two-step procedure. First, the desired quality factor is derived by setting the 

base prices prior to the product switch equal to the base prices after the prod¬ 

uct switch. The quality valuation for one of the products must be available in 

order to solve the equation. 
The following list defines the variables used in the subsequent equations: 

a = first product; 

b = second product; 
M — cumulative quality factor before the switch; 

F = quality factor for the switch; 

N = non-quality-adjusted base price; 

B = current price of product,, in the base year; 

R = product of any quality factors after the switch year up to and including 

the base year; 

P — price of product,, at the time of the switch; and 

V = value of quality for product,,. 

(Bl) MaNa + MbNb = MaFaNa + MbFbNb, 

or, solving for Fb, 

(B2) 
MgNg + MbNb - MaFaNa 

MbNb 

Fa is known because the quality valuation for product, was determined be¬ 

forehand. Na is also known for the same reason. If the product switch happens 

after the base year, then Nb is known. If the product switch happens before the 

base year, then the following should be substituted for Nb in the above equa¬ 

tion: 

(B3) N, = 
B 

MbFbRb 

Solving for Fb, the equation becomes 

(B4) 
_B_ 

+ B - MaNaRb 

Then, for the second step, the quality factor equation is solved for the value 

of the quality change. In this case, the adjusted current price link equation is 
used: 

(B5) 

or, solving for V, 

(B6) ~P + PFb 

Fb 
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Comment Arthur J. Alexander 

The goal of defense price estimates, according to Ziemer and Kelly, is to de¬ 

velop measures of constant-dollar defense purchases within the framework of 

the national income and product accounts. What is not stated is that constant- 

dollar purchases are proxies for physical items and quantities: a fundamental 

principle governing the conceptual basis for estimating constant-dollar pur¬ 

chases is that, if the number of identical items purchased in two periods does 

not change, then the index of constant-dollar purchases should not change. 

This principle provides the rationale for many of the assumptions and proce¬ 

dures described in the paper. 
Defense deflators and price indexes for individual products, while useful 

for many purposes in their own right, are produced here as means to achieve 

the main goal. However, it is in the calculation of the price indexes that the 

central problem arises. This problem is the performance/cost-of-production 
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method of quality adjustment. According to this method, products are exam¬ 

ined to determine whether they have changed from one period to another; if a 

change is determined to be associated with an increase in quality, “the cost of 

producing that physical change is taken as the value of the quality change, and 

the price is adjusted accordingly” (Ziemer and Kelly, chap. 10 in this volume, 

p. 310). Product characteristics and performance are used only to determine 

if there has been a quality improvement; they are not used to evaluate the size 

of the improvement. 

The use of cost as a measure of quality change ignores the possibility of 

improvements in technology and productivity and can severely overestimate 

price changes and underestimate output. Productivity in the design and pro¬ 

duction of military products can be substantial. Because of such productivity 

gains, newer and better products can actually be less costly to produce than 

older products. Under such conditions, the “performance/cost-of-production” 

method would measure no change in quality. 

One example of an improved product costing less to produce was the FI00 

turbojet engine used in the F-16 and F-15 aircraft. More than eighty design 

changes were incorporated in this engine over the four-year period 1984-87, 

resulting in significant improvements in reliability and maintainability: main¬ 

tenance manhours per flight hour were cut by 15 percent; unscheduled engine 

removals were reduced by 43 percent; support costs fell by one-third (Alex¬ 

ander 1988, 68). Yet the cost of these changes when introduced into produc¬ 

tion was actually negative—the engine was less costly to produce. Indeed, in 

six case studies of reliability improvement, there were no examples of cost 

increases. According to the Bureau of Economic Analysis (BEA) approach, 

these improvements in quality would not have been captured. 

The reason that the FI00 engine could be improved and quality increased 

with no increase in production cost was that the manufacturer, Pratt and Whit¬ 

ney, had become smarter over the years—smarter because of additional ex¬ 

perience and because of the $120 million in design and test expenditures that 

the U.S. Air Force invested in these design changes. These payoffs to research 

and development (R&D) are biased downward by the BEA approach. 

The problem faced by defense product price estimators is that price changes 

can arise from three sources: (1) changes in input factor costs; (2) changes in 

the productivity of producing goods of a given quality; and (3) changes in the 

quality of the good. These changes are illustrated in figure 10C.1, where the 

solid lines represent time period 1 input factor costs (Wl) and the dashed lines 

are for period 2 factor costs (W2). The observed points are A and B; A is on 

the line showing the nominal cost-quality relation at period 1 values of factor 

costs and productivity levels. In period 2, the whole curve shifts downward 

because of productivity improvements. The distance C4-C1 represents the 

shift in productivity; inflation in factor costs is captured by C2-C1 or C5-C3 

(these need not be the same); the cost of quality improvement is C5-C2 or 

C3-C1. Note that the BEA would measure the value of quality change as C4- 
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tl/W2 tl/Wl t2/W2 t2/Wl 

Fig. 10C.1 Cost-quality relations with changing levels of productivity and 

input factor costs 

C3; if this value were negative because of strong productivity growth, it would 

record no quality change at all. The approach therefore generates the paradox¬ 

ical outcome that, the larger the amount of productivity growth, the smaller 

the measured value of quality improvement. Price deflators are therefore too 

high and the estimated quality of output and calculated productivity growth 

too low. 
Does this actually occur? In order to test the possibility of biased estimates, 

I calculated the productivity change implicit in the fixed-weighted price index 

for aircraft (Ziemer and Kelly, chap. 10 in this volume, table 10.9); productiv¬ 

ity change was estimated by dividing an input factor cost index for aircraft by 

the fixed-weighted price index. From 1972 to 1982 (the years for which I 

happened to have a common set of data), input costs rose by 8.5 percent an¬ 

nually, while the aircraft price index (presumably, holding quality constant) 

increased at a 9.9 percent rate—implying that military aircraft production 

productivity actually fell by about 1.3 percent per year. Given the billions of 

R&D dollars devoted to military aircraft in each year’s defense budget, this 

outcome is unlikely. Indeed, independent estimates of productivity for trans¬ 

port aircraft and jet engines showed annual productivity increases of 5.0 and 

2.0 percent (Alexander and Mitchell 1985, 186, 190). 
Unfortunately, dealing with the problem of measuring quality change is far 

more difficult than simply describing it. Hedonic price indexes are probably 
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not feasible because of the sparse time series of most types of military equip¬ 

ment and because of the restricted market for defense equipment, where out¬ 

liers may persist for longer periods than in more competitive markets. Some 

practitioners have used combat models to evaluate quality-quantity trade-olfs 

for military aircraft, but these are applicable only to the gross characteristics 

of equipment. One technique that may be useful has been adopted in price 

surveys for the producer price index; this method requires manufacturers to 

estimate what it would have cost to produce the last-period model in the cur¬ 

rent period. The answer to this question is a measure of the distance C4-C2 

in figure 10C.1. Equivalently, the producer could also be asked what it would 

have cost to produce the current model in the last period; this question, how¬ 

ever, is more problematic since often a change is feasible only because of new 

technological knowledge—it could not have been produced earlier. These 

kinds of questions are feasible for small product improvements of a basic 

model. They become hypothetical when making comparisons across models, 

for example, from the F-4 to the F-16. 

For nonincremental changes in military products, it may be necessary to 

look at their several missions. For a highly simplified example, if one mission 

of an attack aircraft is to drop bombs on targets, its effectiveness could be 

evaluated as the number of bombs on target per day, at a given range, per 

dollar of aircraft capital cost and support cost. Calculation of this measure 

would draw on such characteristics as payload, sensors, flight control sys¬ 

tems, ordnance delivery computers, reliability, maintainability, and all the 

other design features and components that enable the aircraft to perform this 

mission. A weighted sum of all the missions would yield a quality index for 

the aircraft. Just setting out such a simplified approach to mission analysis 

gives a sense of the difficulty in implementing it, but it is the performance of 

the mission that ultimately lends value to the military equipment and to the 

notion of quality. Ultimately, analysts will ignore mission performance only 
at their peril. 

Introducing the concept of mission in evaluating the quality of military 

products forces one to consider the existence of enemies. If an enemy devel¬ 

ops a better air-defense system that reduces the effectiveness of an aircraft 

system, the quality of the aircraft declines; it becomes economically obsolete. 

If sold on secondhand markets, the price of the aircraft would fall to reflect its 

lower mission effectiveness. A similar effect would also be found for an anti¬ 

biotic whose quality is measured as the lethality against a certain strain of 

bacteria; if a resistant strain evolved, the measured quality of the antibiotic 
would fall, as would its price. 

It would be theoretically correct to show that military products have value 

only in performing specified missions and that we may be spending more but 

getting less because of enemy reaction. In a broader sense, the value of de¬ 

fense is a matter not only of constant-dollar purchases and productivity but 

also of the reactions of others. Correct and accurate measures of defense ex- 
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penditures that properly account for such reactions may reveal surprising pic¬ 

tures of the value of defense. 
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The panel discussion considered implications of BEA’s treatment of com¬ 

puter prices for productivity measurement. Following prepared statements, 

panelists were given the opportunity to comment on each other’s statements. 

This was followed by comments by members of the audience (most of which 
appear here). 

Discussion 

Edward F. Denison 

The computer price index of the Bureau of Economic Analysis (BEA) in¬ 

vites attention because it behaves so differently from prices in general. From 

1973 to 1988, the implicit deflator for computers fell 91 percent, while that 

for nonresidential business GNP as a whole rose 138 percent. Based on this 

comparison, the real price of computers was 4 percent as high in 1988 as in 

1973, and it fell more than 19 percent a year. The percentage decline contin¬ 

ued to be nearly as large from 1982 to 1988, 18.3 percent a year, as it had 

been from 1973 to 1982, when it was 20.0 percent. 

Use of this index has greatly affected many important economic magnitudes 

that are measured in constant prices. These include the growth rate and the 

composition of GNP, the growth rate and the composition of investment and 

the capital stock, and—of great interest to me—growth rates of productivity 

in the business sector, in durable goods manufacturing, and in the production 

of computers. Unit labor costs, often compared with those in other countries, 

are also much affected. If one starts with data for the rest of the economy and 
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then adds computer production, one finds that inclusion of computers greatly 

improves the record of recent economic performance, both absolutely and in 

comparison with the past, in all these respects and also with respect to price 

stability. It has created an incipient recovery in productivity growth. 
The sharp drop in the computer price index does not affect GNP in current 

prices. It does make the current-price series for economic depreciation grow 

more slowly and, in consequence, current price series for net national prod¬ 

uct, national income, and corporate profits on a national income basis grow 

more rapidly. 
The special problem in deflating computers is that models change fre¬ 

quently and performance characteristics of successive models are very differ¬ 

ent. The problem is not confined to computers but is especially pronounced in 

their case. I take it to be obvious that the deflation of computers should follow 

rules applicable to other goods of their class. 
My own particular interest is in analysis of the sources of past economic 

growth and alternative ways of changing the future growth rate (Denison 

1989). One source of growth is saving, that is, the increase in the capital stock 

used in production. A second source is advances in technological, managerial, 

and organizational knowledge of how to produce at low cost. In two-way 

breakdowns of growth, the former is included in the contribution of total fac¬ 

tor input and the latter in output per unit of input. 
Such a division of growth is obtained, however, only if net saving or invest¬ 

ment, including investment in computers, is measured by consumption for¬ 

gone and capital is measured as the sum of past net saving.1 In constant prices, 

this result is obtained by deflating investment by prices of consumer goods.2 

This procedure, of course, is not followed by BEA in compiling the national 

accounts but has gained increasing support, including mine. The need for a 

consumption forgone measure is my main point, but I shall leave it there. 

BEA’s procedure is to deflate components of investment by their own 

prices. The method of handling changes in products, both for capital goods 

and for consumer goods, is to equate the quantities of product or capital that 

different goods represent by their costs (or prices) at a common date. If one 

product costs twice as much as another, it is twice as much product. One effect 

of this procedure, as Tom Rymes taught me about twenty-five years ago, is 

that advances in knowledge that take the form of improvements in capital 

goods end up as contributions made to growth by capital and total factor input 

while all other advances in knowledge raise output per unit of input. This is 

inconvenient. But, until the computer price index was introduced, the 

1. In any given year, consumption forgone (hence net investment) valued in constant prices 
equals the quantity of consumer goods that resources devoted to increasing the capital stock would 
have provided if devoted instead to production of consumer goods by the methods used in the base 

year. 
2. This leaves open the question of deflating the smaller part of computer output that does not 

become business investment. Perhaps it should be deflated like other consumer goods—if only 
there were agreement on what that means in the case of computers. 
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amounts involved were not great. They could be approximated and, if one 

wished, transferred from capital to advances in knowledge so as to permit a 
clean division of growth sources. 

The method of equating different products by their costs at a common date 

can be implemented by any of several techniques, the choice depending on 

available information and the nature of the problem. One method is to link 

price indexes for overlapping models in order to obtain a price series suitable 

for deflation. BEA has published, but not incorporated into the national ac¬ 

counts or kept up to date, a price index for computers that is based on this 

technique. It indicates a drop in the real price of computers that is sharp but 

much smaller than that indicated by the index that is used. The procedure 

differs from that usually applied when new products appear in that the price 

link is made as soon as the new model appears instead of at a later date. In 

general, new products tend to come in at prices above those at which they 

later settle. Unit costs are high until bugs are eliminated and volume expands. 

Buyers are those for whom the new model is especially useful. The linked 

model price index probably drops too much because of premature linking. 

I believe that the linked index, updated and if possible adjusted for any bias 

arising from the date of linking, would implement the cost concept for han¬ 

dling new or altered products better than the index used now. This applies to 

measurement of both national product and capital stock. 

Another theoretically possible method of equating different capital goods is 

by their relative abilities to contribute to production, as measured by their 

marginal products at a common date. Some of the acceptance of the computer 

price index probably stems from the belief that it is such a measure, although 

it is not and BEA does not make this claim. 

The only characteristics of various computer models that are compared in 

compiling the index are output characteristics, such as memory capacity and 

speed, that indicate what can be done with the computer. None are require¬ 

ments for other inputs. If one uses the BEA price index to deflate an index of 

the value of computers produced, one gets an index of the quantity of output 

that the computer and all other inputs that are used with computers can pro¬ 

duce, not what the computer contributes. Enormous resources besides com¬ 

puters themselves go into producing the output ascribed to computers. They 

include labor, computer programs, phone services, building, and many other 

items, including the time of many people in this room. BEA’s computer price 

index is the same whether use of a new model requires more labor and other 

resources as the old or less. For example, if a new model does twice as much 

as an old and uses half as much of, say, labor to do it, it will be counted as 

representing only twice as much capital as the old model, whereas an alterna¬ 

tive new model that also does twice as much as the old but uses twice as much 

labor to do so will also be counted as twice as much capital as the old. Thus, 

output per unit of labor will be four times as high with the first new computer 

as with the second, but the two computers would be counted as the same 

amount of capital. I can think of no standard by which this is reasonable. 
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While BEA does not equate different models by marginal product because 

it takes no account of inputs, neither—in my view—does it equate them by 

cost. What it compares is not, as it should be, the cost of producing two mod¬ 

els of computers but instead the cost of producing the output characteristics 

used in constructing the price index. This is the same as an attempt to equate 

capital goods by marginal product, which, as just stated, fails because it does 

not consider inputs. 
For two main reasons I would find the increase in the constant price value 

of computers that results from use of the computer price index hard to accept 

or interpret even if in some sense it measured marginal products. 

First, the demand for computers is a schedule, not a point. Users vary 

greatly in the value of the contributions that computers make to their output, 

and the value of various uses to which computers are put by a single user also 

varies greatly. With the real price of computers only 4 percent as high in 1988 

as in 1973 and only 30 percent as high as it had been as recently as 1982, it is 

certain that computers were put to uses that would have been submarginal in 

earlier years. When computers are deflated by the BEA index, the quantities 

purchased and in use explode. If the index measured the cost of computer 

capability accurately, then I would have no problem with the quantity of com¬ 

puter services corresponding to the uses made of computers in 1973 or 1981. 

But the much bigger quantity purchased for less important uses is given an 

equally high unit value. In terms of ability to contribute to the nation’s produc¬ 

tion, this causes 1988 output of computers to be overstated relative to earlier 

years. 
Second, computers and peripheral equipment have many capabilities. Not 

all capabilities are used by any single owner, and some that are used may be 

unimportant to him. I surmise that, as computers became more versatile and 

owners more numerous, the average user cared about only a smaller and 

smaller proportion of the things a computer can do. If so, a quality adjustment 

based on a computer’s features, as distinguished from features actually used, 

overstates the increase in computer input into production. 

Jack Triplett has raised an interesting point that invites comment. Suppose 

that we are comparing output in two years. Everything produced in either year 

either is or could be produced in the later year, and a valuation can therefore 

be placed on it. Now we know that in current price, if certain assumptions are 

made about equilibrium and proportionality of factor cost and market price, 

both resource costs and prospective marginal products of various capital 

goods are proportional to prices and hence to each other. This means that, if 

the latest year is the base year, the weights for different goods are the same 

whether indexes are based on cost or on marginal product. If quantity indexes 

for each type of capital good are also the same, indexes for total investment 

and capital stock based on resource cost are the same as indexes based on 

marginal product. This is neat but less helpful than it seems. 

First, the use of the most recent year does not solve the problem of compar¬ 

ing present models with those no longer being produced, to which a value in 
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the most recent year must be imputed. Imputation by using estimates of the 

relative production costs of different models (comparable to the linked model 

method) and imputation by use of output price characteristics (comparable to 

the BEA computer price index method) will place different values on the dis¬ 

continued models. Both are said to represent the cost method, so one must 

choose between them. And the marginal product method, if it could be imple¬ 

mented, would yield still a different value. As one works backward in time 

and these discontinued models enter the calculations, output in past years, 

valued in most-recent-year prices, will be different depending on the method 

adopted to impute the base year value. I should expect cost-based and mar¬ 

ginal product-based series to differ substantially as one goes back in time. 

Second, there is, in any case, no reason to confine oneself to the use of the 

most recent year as the base year, especially when the choice of base year 
affects the outcome in important ways. 

So much for the computer price index as such. My conclusion is that, de¬ 

spite the admirable care and ingenuity devoted to its construction, it is neither 

fish nor fowl. It conforms to no sensible criterion. 

However, despite the fabulous growth in productivity in computer produc¬ 

tion that the index implies, the index would have had only a limited effect on 

business-sector productivity if it had not interacted with two other character¬ 

istics of the government’s GNP and productivity measures. One is the use of 

fixed 1982 price weights to combine quantities of different products in con¬ 

structing real GNP. Before 1982, computers are underweighted relative to the 

share of resources they used then. In 1973, the share of output of computers 

measured in current prices was seven times their weight in 1982 prices. In 

contrast, after 1982 computers are overweighted. By 1988, their weight was 

three and one-third times as big in constant as in current prices, and, by 1990, 

it must be four and a half times as big or more. 
The other characteristic is the use of GNP instead of NNP to measure output 

when the Bureau of Labor Statistics (BLS) calculates productivity change. 

Because the computer has much more weight in GNP than in NNP, the com¬ 

puter price index has much more effect on it. Elsewhere, I have discussed the 

quantitative effect of interaction between both these measurement practices 

and the computer index on series for productivity in business and smaller seg¬ 

ments of the economy, and, of course, they have an enormous effect on com¬ 

parisons by industry or end product. 

Zvi Griliches 

I want to draw your attention to the paper that was circulated before the 

workshop by Jack Triplett (1991) because it deals in detail with some of the 

points that Edward Denison raised. Sometimes I have a feeling of deja 
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vu. Some of this, it seems to me, we have been arguing over for thirty years, 

and I thought it had gone away. But, apparently, old ideas just keep on reap¬ 

pearing. 
I think that there are a number of real points that Edward Denison raises, 

and some I think are beside the point. One of the points that he raises is that 

the computer index is moving too much, is making too much of a difference, 

and is not really comparable to the rest of the system. He is right about this, 

but he is right, not because the computer index is wrong, but because the way 

it is used is wrong. It is used wrongly because its weight is kept constant. 

There is also the additional problem of measuring the growth in real value- 

added, which comes from the fact that the inputs into the computer industry 

have not been themselves deflated by the same kind of an index. This pro¬ 

duces an extra big growth in value-added there relative to somewhere else. 

That would not matter so much in the total if these inputs were produced 

domestically, but, since many of these components are imported, we are at¬ 

tributing the growth in foreign productivity to domestic productivity. 

It is also true that many other commodity prices are badly measured. This 

fact does not seem to me, however, to be a good argument for also measuring 

computers badly. Now, his constructive suggestion is to forget about measur¬ 

ing capital prices entirely and go over to the deflation of capital goods by 

consumer prices. This is one way of solving the problem, but it will not help 

if we want to know where, in what industry, the productivity growth is occur¬ 

ring. It is a reasonable approach for welfare measurement except that one does 

not really get away from the real problem. It assumes that we know how to 

measure consumer prices, but all the same issues are going to arise there just 

the same: in the measurement of services, in the measurement of the use of 

personal computers at home, in the measurement of automobiles and video¬ 

cassette recorders and other consumer equipment. There is no escape; there is 

no rest for the weary. 
Then there is an assorted set of complaints about hedonic indexes per se, 

and that is where the deja vu enters in. I really think that these complaints are 

fundamentally wrong and that Jack Triplett has basically said most of what 

there is to say. Hedonics are used, primarily, to do what supposedly the con¬ 

sumer price index (CPI) and producer price index (PPI) are trying to do, to 

figure out what should have been the price of this item last year if you had 

been able to collect it. How do you adjust for the fact that the chicory in the 

coffee mixture has changed? There is no conceptual difference between the 

amount of chicory in your coffee and measuring the size of the disk in your 

computer. When one looks at computers, their prices differ depending on what 

the disk capacity is, depending on the amount of memory, and depending on 

the clock speed. One can buy inputs that will, in fact, change these computers 

and bring them up to a different clock speed or to a different memory size. 

Now, there is a technical issues as to whether the marginal price of memory 

or the marginal price of a disk should be computed from the add-on prices that 
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one can also get in the market. But that is a detail, and I do not think that this 

is the substantive problem. Nor do I think that the use of input measures, the 

characteristics, instead of performance measures, which is what Rosanne 

Cole was beating me over the head with yesterday, is the real problem.3 We 

did not use output measures in our PC price index but rather resource cost 

measures. If we had used the right measures of performance, we would have 

indeed gotten better estimates of how the computers really differ and a better 

estimate of the price index. This is the issue of how one is to get a good 

hedonic estimate, but that is a question of implementation, not of substance. 

In any case, now we do have in the computer area the evidence on matched 

models. They do not decline by 30 percent per year; they decline by about 20 

percent per year. Well, Ed Denison says that this is still too much because the 

early price declines are somehow not representative. But, as Erwin Diewert 

would say, that is again an index number problem. It is not a substantive prob¬ 

lem. The right way to compute such indexes is to weight these changes, 

weight them and change the weights as one goes along. If the price declines 

are occurring during a period when very few of these models are being 

bought, then they will have very little weight in the total. And that is all there 

is to it. There is no special mystery about that. 

The objections that are being made against adjusting for differences in qual¬ 

ity or capacity could have just as well been applied to all other goods in the 

producer or consumer price indexes. The same objection could be made to 

pricing automobiles and considering whether better upholstery matters. Some 

people, after all, do not care about upholstery. However, others do care, and 

consequently, there is a market price for upholstery. 

One of the issues that floats around is really the issue of whether there is an 

equilibrium. Another issue is the question (one that most of the index number 

literature rides roughshod over), Is there a representative consumer? One is 

aggregating over many different consumers with different tastes and construct¬ 

ing just one number. There will be some people who will gain more from a 

particular change, and there will be some people who will gain less, and we 

are, somehow, skating over it. There are some answers to this problem. One 

can turn to expenditure functions and assume that the marginal utility of in¬ 

come is the same for everyone. But that is just another way of begging the 

question. Or one can say, Well, I am dealing with only one commodity at a 

time, and this is not a big problem in this case. But such responses are ulti¬ 

mately not very convincing. 
There is, in fact, a real problem here. But my reading of it is that, by and 

large, it leads to a serious understatement of the gains from new technology. 

The simplest way of thinking about it is what happens if BLS or BEA were to 

3. This refers to Rosanne Cole’s comments about the use of the clock rate (logic cycles per 
second) as a characteristic of microcomputers in the paper on microcomputer prices by Ernst R. 

Bemdt and Zvi Griliches (chap. 2 in this volume). 
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use a hedonic index, and there are only two or three models available in a 

particular period when the new machine has just begun to appear in the mar¬ 

ket. Let us say that all these models are on the line in some quality dimension, 

that we have agreed that this quality dimension is real and that people actually 

want it, and that it affects both costs and consumer value. But there are only 

three models, and they are all relatively small in size. There are people out 

there, however, who would like to buy a bigger package, a PC with more 

memory, with more power. But it is not available in this period. Now, next 

period it becomes available, and, lo and behold, its price is actually right on 

the earlier estimated price-quality line. 
In this case, what the hedonic method will do is to say that the price has not 

declined. But the new package was not available last year because the true 

shadow price of that package was higher than may be indicated by its position 

on the estimated line, both because, in fact, it is not that simple to do the 

engineering to get it out there at roughly proportional cost and because the 

market was not there to produce it in large enough quantities, the economies 

of scale were not there yet that would allow such entry. As long as there is 

discreteness, the hedonic price indexes will underestimate the gains from 

either extending the spectrum of models or filling it in. 

There is also a debit. The debit is that, to the extent that models go out, the 

hedonic index procedure will underestimate the loss to somebody of these 

models disappearing. Thus, if there is a decline in the demand for 4K RAMs 

and they are no longer produced, there will be a loss to somebody. Now what 

happens, in fact, is that things like 4K RAMs become a specialty item and 

that the few people who actually want them can still get them, but only at 

much higher prices. There is then a subset of models whose prices are actually 

rising, even though positive technological change is occurring throughout. It 

may be possible to capture some of that with appropriate weighting of the 

various components. 

While there are real problems of measurement, my feeling is that, for most 

new goods, if we do not use suitable chain indexes and adjust for quality 

change, we will be underestimating the improvements in quality that are oc¬ 

curring. But, as far as long-run comparisons are concerned, I do not think that 

they are really possible. They are not really possible in Ed’s framework, nor 

is it really possible to get good estimates in the framework that I prefer. 

We have now, approximately, three times the per capita income of what our 

grandparents had, perhaps even more. Are we three times as happy as they 

were? Are we that much wealthier? I do not think that this is a question that 

can really be answered. One can easily think of things that go in the other 

direction that have been lost. In different ways, this is related to the fact that 

what these indexes measure is just a subset of outputs, a subset of consumer 

consumption. Much of what consumers get or do not get does not go through 

the market. It is in the environment, in our interrelationships among our- 
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selves. There are externalities, both positive and negative, and they are just 

not being measured by our statistical system. But we should not use the fact 

that we cannot measure everything right to prevent us from trying to do what 
we can do slightly better. 

Charles R. Hulten 

One of the most important consequences of the BEA computer adjustment 

is, for me, the insights that it provides into the lingering controversy between 

Edward Denison, on the one hand, and Dale Jorgenson and Zvi Griliches, on 

the other. This debate had seemed to me to be about the appropriate method¬ 

ology of growth analysis. But, in light of Denison’s recent book (Denison 

1989), it now appears that it is really about the underlying goals of productiv¬ 
ity analysis. 

Total factor productivity (TFP) is conventionally defined as the ratio of out¬ 

put to total factor input, measured in terms of the resource cost. In the neo¬ 

classical interpretation of Solow-Jorgenson-Griliches, the appropriate re¬ 

source cost associated with capital is the sum of past investment adjusted for 

physical depreciation and retirement. The resulting TFP ratio is then inter¬ 

preted as the shift in the aggregate production function for a given level of 

capital and labor. In this “Hicksian” framework, the Denison-Jorgenson- 

Griliches debate seemed to be about the most appropriate definitions of output 

and capital for measuring the magnitude of the shift. 

However, Denison’s endorsement of the Rymes approach to productivity 

analysis sheds new light on the old debate. In the Rymes view, technological 

change is seen as reducing the quantity of resources needed to reproduce the 

existing stock of capital. Thus, the conventional perpetual inventory estimate 

of capital overstates the actual amount of saving (consumption forgone) im¬ 

plied by the stock. Or, put differently, the conventional measure includes a 

component that is more appropriately classified as technical change. 

The appropriate concept of TFP, in this alternative paradigm of capital, 

would exclude this technological component of capital from the denominator 

of the TFP ratio. The resulting concept of “TFP” is a ratio of output to the 

resources needed to sustain the level of output, and, as such, it incorporates 

part of what had previously been assigned to capital (in the old TFP concept). 

As a consequence, a source of growth analysis based on the alternative “TFP” 

concept would assign a larger role to productivity change and a smaller role 

to capital formation. 
It would thus seem that the core of the Denison-Jorgenson-Griliches debate 

is, in the final analysis, a debate over whether “TFP” is a better measure of 

productivity change than the neoclassical TFP. But, before addressing this 
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issue, it is useful to consider the question of how one might measure the alter¬ 

native “TFP.” The answer to this question sheds surprising light on the issue 

of which concept is the more appropriate measure of productivity change. 

T. K. Rymes proposes to measure “TFP” using a Harrodian measure of 

technology in which “TFP” is equal to the conventional TFP divided by la¬ 

bor’s share of income. This amounts, conceptually, to defining “TFP” as the 

Harrod rate of technical change, H. The Harrodian H is, itself, defined as the 

rate at which the production function shifts, measured along a constant 

capital-output ratio (instead of along a constant capital-labor ratio, as with 

Hicksian TFP). In terms of figure 11.1, Hicksian TFP is associated with the 

shift in the function f(K/L, t) between the points a and b, whereas H is asso¬ 

ciated with the shift measured between a and c. 
Furthermore, since the growth rate of output, Q, is the same under either 

concept of productivity, the use of “TFP,” cum H, implies that capital must 

also be modified by subtracting H from the growth rate of the conventional 

(commodity) measure, K. In other words, 

Q = (1 — tr)L + tt K + TFP = (1 — tt)L + tt(K — H) + H, 

where L is the growth rate of labor, and tt is capital’s income share. The re¬ 

sulting Rymesian concept of capital, K — H, strips commodity capital of the 

Fig. 11.1 Two views of the importance of technical change as a source of 
economic growth 
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technological component and thus corresponds to the notion of capital mea¬ 
sured in terms of the resources needed to reproduce it. 

I have offered an alternative solution to the problem of measuring “TFP” 

(Hulten 1975). I proposed a measure of the consequences of technical change 

for the growth rate of output. This differs from the “amount” of technical 

change when some inputs, like capital, are a produced means of production 

and therefore change as a result of the shift in technology. This “capital endog¬ 

enous” measure of the effect of technology, Z, was shown to be related to both 

the Hicksian and the Harrodian parameters of technical change: 

Z = H + 
TT 

(1 - it) 

B = 1 + 
TT 

(1 - TT) 
A + ttctR, 

where H is the rate of Harrodian technical change, as before, B is the bias, 

and A and R are the corresponding Hicksian parameters. When technical pro¬ 

gress is Harrod neutral, B = 0 and Z = H, implying that the Z defined above 

is equivalent to the Rymesian solution to measuring “TFP.”4 

The Z function defined above has a straightforward interpretation in terms 

figure 11.1. Suppose that the economy is in a steady state at point a with a 

static level of technology. Suppose, further, that a once-over shift occurs that 

makes capital and labor more productive. The output per worker will imme¬ 

diately jump to b, and this additional income will go, in part, to increasing 

the size of the capital stock. This generates still more income, and thus more 

saving, etc., until the diminishing marginal returns to capital bring the econ¬ 

omy to rest at, say, point c. The Z measure of technical change can be inter¬ 

preted as the rate of growth of output between the points a and c—that is, as 

the total change in output due to the shift in the technology—and this is larger 

than the initial change from a to b. 

This leaves the following question. There are two ways of looking at tech¬ 

nical change: the Jorgenson-Griliches-Solow conception of TFP, which is 

based on the Hicksian classification of growth and the perpetual inventory 

concept of capital, and the Harrod-Rymes approach, associated with the Har¬ 

rodian classification of technical change and the Rymesian concept of capital, 

K/H. Which of these alternative paradigms is correct? 

These alternatives seem fundamentally incompatible, and, indeed, there are 

heavy overtones of the Cambridge Controversies in capital theory. It is thus 

surprising that the correct answer is that both approaches are correct. Correct, 

that is, for different questions. The Jorgenson-Griliches approach is correct 

for answering the structural question of how much the production function has 

shifted relative to a given capital-labor ratio. In this approach, the total change 

in output per worker (a to c in fig. 11.1) is decomposed into two elements: the 

Hicksian shift in technology (a to b) and the change in output associated with 

capital formation (b to c). 
On the other hand, our discussion of the Z function indicates that the entire 

4. Note that TIT = A = (1 — -it)H. 
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change (a to c) was the result of the shift in technology. The Z approach, or, 

more generally, the “TFP” approach, is appropriate for answering the ques¬ 

tion, How much more output growth is there because of technical change? or. 

How important is technical change as a source of output growth? This leads 

to the conclusion that it is not appropriate to use the Hicksian approach to 

conclude that technical change explains ab/ad percent of the growth rate of 

output. 
To summarize, the questions, How much? and, How important? are sepa¬ 

rate issues that require different pieces of information to answer correctly. The 

advocacy of either the (A, K) view of the world or the (H, K/H) view as a joint 

answer to both questions is thus wrong. Moreover, since knowledge of (A/K) 

leads directly to knowledge of (H, K/H) because A = (1 — tt)H, it should be 

clear that these supposedly contradictory paradigms are really different as¬ 

pects of the same problem. 
This leads us back to the Denison-Jorgenson-Griliches debate. Denison’s 

endorsement of the Rymes paradigm can now be interpreted as a desire to 

measure the consequences of productivity change on output growth. The ob¬ 

jective of Jorgenson and Griliches, on the other hand, was to measure the 

amount of technical change, and what was really a difference in goals became 

an unresolvable debate of methods. 

Thomas K. Rymes 

I agree with much—very much—of what Charles Hulten has said. If I have 

been guilty, in previous discussions, of claiming to be a source of truth, I can 

only apologize. My only defense is the usual one of seeking academic product 

differentiation. 
I would like to reiterate how much I am indebted to Lawrence Read. He 

found a way of making operational Harrod's conception, which 1 shall be 

using, of technical progress. 

Modem advanced economic systems are characterized by very large flows 

of outputs, only a small part of which is final consumption. I shall assume— 

just for purposes of exposition—that the flow of consumption output is ho¬ 

mogeneous. The rest appear as additions to capital stocks and intermediate 

outputs. The economic system has very large flows of inputs. There are as¬ 

sumed, for simplicity, to be two kinds of primary inputs, inputs not produced, 

that is, by the economic system: (1) the flow of working, labor, and (2) the 

flow of waiting, the willingness of individuals to postpone present consump¬ 

tion to carry, maintain, and augment the stock of capital. The remaining inputs 

constitute the capital and intermediate inputs and are simultaneously part of 

the flow of outputs. I shall concentrate on the distinction between the primary 

and the produced inputs. 

I shall compare two price indexes for capital goods such as computers. One 

Thomas K. Rymes is professor of economics at Carleton University. 
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is the BEA index, the other an index that is not adjusted, or not as fully ad¬ 

justed, for quality change as is the BEA index. I will use the supposed differ¬ 

ence between the BEA index and one not adjusted for quality change to get at 

just how the quality-adjusted price indexes affect total factor productivity, 

both at the aggregate and at the industry level. This is what I was invited to 

do. Even while I believe that the BEA indexes are perfectly meaningful, I 

wonder along with Edward Denison and others exactly how we should be 
using them. 

Let me go to the equations. Let c and dk be the growth rates of the output 

of the consumption and capital goods industries; l, k, w, and r the growth rates 

of labor input, capital input, wage rates, and rate of return, with subscripts 

c or k indicating the consumption and capital goods industries; pc and pk the 

growth rates of the price of consumption goods and the price of capital goods; 

SL and SK the share of labor and capital inputs, with subscripts c or k indicat¬ 

ing the industry; and t and h two different conceptual rates of total factor 

productivity called Solow and Harrod residuals, with subscripts c or k indicat¬ 

ing the industry. Using Divisia indexes, the traditional measure of total factor 

productivity advance, or Solow residual, in the consumer good industry is 

c - {SLJc + SK k ] = tc = {SLrwr + SKc(rc + pk)} - pc. 

If pk is said to be overstated and is replaced by a p* such that p* < pk and 

k* > k, then the revised Solow residual is 
C C7 

c - {SLJc + SKA*} = tf = {SLcwc + SKc(rc + p*)} - pc. 

It follows that t* < tc or the Solow residual will be reduced. 

In the computer-producing or producer goods industry, however, the Solow 

residual would be 

dk - {SLA + SKA! = 4 = {SL*wt + SK,(r* + pk)} - pk, 

and, when the “quality adjustments” are made, 

dk* - {SL,/, + SKA*} = C = {SL,hv + SK,(r, + p*)> - pf, 

and, even though the “quality-adjustment” appears for both produced outputs 

and inputs, the Solow residual for the producer goods industry would be in¬ 

creased. 
You are familiar with these Solow residuals. The rate of growth of the out¬ 

put of the consumption good less the competitive shares (equal to partial elas¬ 

ticity weights) times rates of growth of the labor input and the capital stock in 

the production of consumption equals the Solow residual in that industry. And 

so on. 
In the full elaboration of the work that Alexandra Cas and I do on this case 

(Cas and Rymes 1991), the Us, as vectors, represent the flows of the services 

of capital goods of many kinds, the net services of capital goods that earn net 
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returns to capital, capital consumption allowances, and the whole flow of in¬ 

termediate inputs as well. 

The Solow residual can be expressed in terms of the rate of change in input 

prices minus the rate of change of output prices. Let us focus on the computer- 

producing industry. (It is understood that there are many capital goods indus¬ 

tries.) Suppose that the residuals had been derived with price indexes that are 

not adjusted for changes in quality and that now they are derived with price 

indexes adjusted for quality. Because adjusted price indexes fall much more 

dramatically, the output of the computer good industry rises much more dra¬ 

matically, and the stock of capital or the flow of computer goods services in 

the production of consumption goods rises much more rapidly. 

What happens to the Solow residuals? The rate of growth of the stock of 

capital in the production of the consumption goods is increased. The rate of 

change in the price of the capital goods in the production of consumer goods 

is decreased. If you increase the rate of growth of the capital in the production 

of the consumption goods and decrease the rate of growth of one of the prices 

of an input in the production of consumption goods, the result must be that 

the rate of technical progress, or the Solow residual, for the production of 

consumption goods must fall. As illustrated in the equations, t* < tc. 

In the computer-producing industry, the use of the quality-adjusted price 

indexes increases the rate of growth of the output of the industry. If the com¬ 

puter good industry happens to be using some of its own output (the computer 

good industry certainly uses computers in the production of computers), a 

component of the capital input will also be rising more rapidly. Nevertheless, 

since the output of the industry is larger, the net result is that the Solow resid¬ 

ual for the computer good industry is increased. What we have done is to 

redistribute increases in total factor productivity away from the production of 

the consumption good to the computer industry or to capital goods industries 
in general. 

Now, as we have heard in this conference, the sharp fall in the quality- 

adjusted price index for computers is really a function of the sharp fall in the 

quality-adjusted price of semiconductors. So I disaggregate and make the 

qualitative adjustment for the semiconductors in the production of computers. 

The rate of growth of the capital input in computers will be raised, and one 

of the prices of an input into the production of computer goods will also be 

lowered. The result is that productivity advance, originally shown as taking 

place in the production of computers, is shifted over to the semiconductor in¬ 
dustry. 

However, in pursuing this further, the sharp fall in the quality-adjusted price 

index for semiconductors basically reflects a sharp fall in the quality-adjusted 

price index for chips, so I go back to the chip-producing industry and run the 

same drill. Indeed, as Ellen Dulberger suggests, I should make the quality 

adjustment for the ceramic inputs being used in the production of the chip 
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industry, and that shoves some of the productivity advance back into the non- 

metallic minerals industry. 

You see the basic thrust of my argument. If I say that there is a difference 

between the unadjusted and the quality-adjusted price indexes for capital 

goods and the quality-adjusted price indexes always run below the unadjusted 

indexes, all I end up doing is trying to backtrack through the set of industries 

that are interrelated, trying to find out where the productivity advance actually 

occurs. That is the basic idea behind the work of Zvi Griliches and others 

because they are really interested in the problem of where in this interrelated 

system of industries the productivity advance does occur. 

One final note on this sort of chain that I ran through. You obviously have a 

fair amount of trouble with traditional measures of total factor productivity if 

it turns out that the nonmetallic industry uses a substantial amount of comput¬ 

ers in its operations. However, such interdependence is not insurmountable 

because we have, with advances in national accounting, input-output systems 

to handle the interdependence. 
If there is a difference between the BEA and the non-quality-adjusted price 

indexes for produced outputs and inputs, we really do have a very severe prob¬ 

lem in allocating traditional measures of total factor productivity among in¬ 

dustries. 
The conception of Roy Harrod, made operational by Lawrence Read, is 

that the primary inputs in the economic system are working, labor, and wait¬ 

ing, the postponement of present consumption, which is embodied in and ap¬ 

pears as stocks of capital goods. You have to study advances in the productiv¬ 

ity of those inputs in an economy characterized by technical interdependence. 

You can get measures by industry of rates of technological advance, total fac¬ 

tor productivity, or Harrod residuals, which are not the same as the traditional 

measures advocated by Zvi Griliches and, I believe, Erwin Diewert. 

Here are the alternative measures. In the computer-producing or producer 

goods industry, the Harrod residual would be 

dk - {SL*4 + SKk(kk - hk)} = hk = {SL,w, + SKk(rk + pk + hk)} - pk. 

Again, if pk is said to be overstated and is replaced by a p* such that 

pk ~ Pt = dk* - dk = k* - kk, 

the revised Harrod residual would be 

dk* - {SLJ, + SK*(A* - K)) = h* = {SLkwk 

+ SK,(r, + Pt + K)} - Pt- 

The Harrod residuals for the producer goods industries would be raised, but 

not to the same extent as the Solow residuals. 
The Harrod residuals in the consumer good industry would be 
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c - {SLC/C + SKc(kc - hk)j = hc = {SLcwc + SKf(rc + pk + hk)} - pc. 

The revised Harrod residuals for the consumption good industry would be 

c - SLJc + SKc(kf(k* - h*)} = h* 

= {SL,ewe + SKc(rc + p* + h*)} - pc. 

Since k* - kc - pk - p* = h* - hk, it follows that the Harrod residual 

for the consumption good industry would be essentially unchanged. 

In the Harrod representation of total factor productivity, with factors being 

the nonproduced primary factors of production, when one talks about the rate 

of capital growth in the production of consumption goods, one must take into 

account the fact that those capital goods, themselves, are being produced with 

ever-increasing efficiency. The “deflator” here is hk, the rate of technical pro¬ 

gress or total factor productivity in the production of the capital goods. 

By adjusting the rate of growth of capital in the consumption good industry 

for the rate of technical progress in the production of such capital goods, I 

obtain the rate of growth of primary inputs involved in the production of the 

capital goods so that hc, the Harrod residual, in the production of consumption 

goods, gives the measure of the rate of technical progress in the production of 

consumption goods in terms of the working and waiting directly and indirectly 

involved throughout the economic system in the production of consumption 

goods. One does the same thing with respect to production of capital goods. 

As the Divisia equations illustrate, the revised price indexes would result in 

the gross output of the computer good industry being increased, which by 

itself would result in the Harrod residuals being increased. The increased flow 

of semiconductor inputs, because of the revision in their price indexes to take 

account of their qualitative improvement, which would reduce the Solow re¬ 

siduals, would be offset by the fact that the Harrod measures would adjust 

for the productivity advance in the semiconductor industry, in the chip indus¬ 

try, in the ceramics industry, and so forth. The Harrod residuals would mea¬ 

sure the productivity improvement of the primary inputs of working and 

waiting, directly and indirectly involved in the production of computers, 

taking account of the complete interdependence of technology in modem 
economies. 

That is really the basic point of my presentation. I was asked to take into 

account the effects that the introduction of the BEA computer price index 

would have on the measurement of total factor productivity. The traditional 

measures or Solow residuals are arbitrarily changed as one tries desperately to 

trace the qualitative improvements in produced inputs through all the indus¬ 

tries of the economy. I have tried to demonstrate very simply that the Harrod 

residuals are very largely invariant to this because they always take into ac¬ 

count the interdependence of modem economic systems in measuring produc¬ 
tivity advance. 
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Comments by Panelists 

Denison: Let me first correct one misunderstanding by Zvi Griliches. When I 

was speaking of the effect of using gross rather than net output, I was talking 

about depreciation. 

Griliches: I know, but I was talking about different things. 

Denison: Yes, intraindustry sales, and that is why I agree with what you said 

about industry data. I’ve written about that elsewhere, but today time re¬ 

stricted me to the totals. 

Now as to the point about different capital being appropriate for different 

uses and users. Forget computers for a minute, and let me go back to the 

1920s, when I was growing up in Chicago. The truck had replaced the horse 

and wagon in almost everything, but there were two exceptions. One was milk 

delivery. The horse went from house to house, and the milkman ran out to the 

back door and looked to see whether you wanted your usual two quarts of 

milk or had left a note saying that you wanted a quart of cream instead or only 

one quart of milk. Then he ran back for the correct order. The horse was much 

more efficient than the truck in that sort of stop-and-go activity. The other 

activity was ice delivery. As the iceman came by, he looked in your window, 

where you had placed a four-sided card. If you wanted ice, the side of the card 

showing twenty-five, fifty, seventy-five, or one hundred pounds was placed on 

top to indicate the amount. The horse had to stop at the house of each cus¬ 

tomer while the iceman looked at the card, cut the ice to the desired thickness, 

brought it inside, and put it into your refrigerator. The horse was smarter than 

the truck, which required more direction, and worked out much more satisfac¬ 

torily. 
Now what I’m trying to illustrate is that what’s good for one use isn’t good 

for another, as I said earlier. For these uses, the horse was still better than the 

truck. Horses continued in use until the electric refrigerator replaced ice and 

purchase of milk at the chain store became so much cheaper than home deliv¬ 

ery that the latter ceased. Where one really sees quality improvement is not in 

the price, except by chance, but in quantities. The quantity of trucks in¬ 

creased, and the quantity of horses and wagons went down, and that’s how 

you knew there was a quality improvement and that technical progress was 

occurring. And you might never have known it from any change in prices. If 

the truck had come in and its price had then stayed flat forever and the price 

of the horse and wagon had also stayed flat, you would know it only from 

changes in relative quantities; you would not know from prices that there had 

been any technical progress. And that’s one of the things that makes quality 

adjustment difficult if one is trying to use marginal products to equate things. 

The other complication has to do with the time of linking because, if you’re 
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trying to equate products by relative cost, you want, I think, to compare costs 

at a time when the new product is in quantity production like the old. You do 

not want to compare costs when production of the new product is at the begin¬ 

ning of the learning curve because it is so much more expensive than an estab¬ 

lished product and it is being used by only a very few people for very special¬ 
ized uses. 

Now, the last point really doesn’t prove anything, but, nevertheless, it is 

remarkable that the period of very slow productivity growth and the period of 

the spread of the computer happen to be the same. One suggested explanation 

is that the input into computer use has been expanding and everyone’s been 

spending his time learning how to use computers and so on but that the output 

hasn’t happened yet. Another explanation has been that everyone is busy 

using the computer to help him compete with somebody else. He may be 

taking someone else’s business away as a result, but, when he and his com¬ 

petition are combined, nothing has happened. Well, these explanations may 

be correct, or it just may be that we’re overestimating how much the computer 

is contributing to efficiency, but there is certainly a bit of a mystery there. 

Griliches: I think that the part of Edward Denison’s concern about the unre¬ 

presentativeness and the timing of the introduction of new products into the 

price index would be taken care of by proper weighting; new products with 

low sales would get very little weight. This is no different from the current 

treatment of Cadillac purchases: they have little effect on the final index since 

their sales are rather low, relative to the car market as a whole. 

I mostly agree with T. K. Rymes except that my conclusion is different. I 

am interested in the structural equation. He is interested in the reduced form. 

I am interested in knowing where the productivity change occurred because I 

am interested in understanding it and, possibly, also in affecting it. I would 

like to be able to connect the productivity numbers to R&D expenditures in 

industry and the particular scientific advances responsible for the productivity 

advances. Unless I know where the productivity change is coming from, I will 

have no way of affecting it. But, if all I can observe is some homogenized 

piece of manna falling down, then I am left without any useful explanation. It 

is true, however, as both Charles Hulten and T. K. Rymes emphasize, that 

some of the productivity growth would not occur without additional invest¬ 

ment and that some of this investment is induced by technological change. A 

complete causal analysis would, in fact, account for it. But productivity ac¬ 

counting should be viewed as a tool for, an input into, such an analysis; it is 
not a substitute for it. 

I am not sure that I see the relevance of Edward Denison’s horse and tractor 

example except that it illustrates how difficult index construction can be. In 

fact, as old commodities decline in importance, they may find a particular 

niche in which they are still superior, and their prices would actually go up 

while quantities are declining. Again, appropriate weighting would take care 
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of most of this problem. I think that Ed was saying, implicitly, that the quan¬ 

tities are important. I agree. They help us interpret what is happening to 

prices. The question of validating a particular interpretation of observed price 

changes, using quantity data, is also implicit in the Norsworthy and Jang pa¬ 

per (chap. 4 in this volume). In their framework, the hedonic price index is 

being validated by putting it into the demand functions for inputs and the 

supply functions for outputs and asking whether that kind of a respecification 

of the demand structure explains the facts better. 

Hulten: A lot of the debate over the total factor productivity concept is, in my 

view, obscured by the use of terms that mean different things to different 

people. I would therefore like to make two proposals about the terminology 

of productivity analysis. First, I’d like to propose that the term total factor 

productivity be reserved for the shift in the production function measured at 

the prevailing capital-labor ratio (i.e., for the partial derivative of the produc¬ 

tion function with respect to time, holding capital and labor constant). As I 

noted in my preceding remarks, TFP, defined this way, is a measure of the 

extent to which technical change has improved the productivity of a given 

dose of inputs. 
This implies that proponents of the Rymes-Harrod view of capital and tech¬ 

nology must find a term for the total factor productivity to describe their ef¬ 

fects. But, in exchange for this concession, the neoclassical school should 

acknowledge that TFP is not a valid measure of the importance of technical 

change as a source of economic growth. Capital is an endogenous variable in 

the set of equations determining the dynamic behavior of the economic sys¬ 

tem, and a shift in the production function (i.e., total factor productivity in 

the neoclassical sense) will cause capital stock to expand. Equivalently, one 

can think of technical change as making capital less costly to produce, so that 

a given rate of saving will generate a larger capital stock. Either way, the total 

increase in output that results from a shift in the production function exceeds 

the size of the total factor productivity residual. 
As I noted previously, it is precisely the question of “importance” that mo¬ 

tivates the concepts of capital and technology advocated in the various articles 

and books by T. K. Rymes and in my work also (see esp. Hulten 1979). The 

consequence of technical change is not the same thing as the amount of tech¬ 

nical change, and the distinction should be clearly labeled. So my second 

proposal is that the neoclassical camp drop the term importance of TFP as a 

source of growth in describing the results of their growth analyses. 

Rymes: I want to make three points. First, Charles Hulten really has a Fisher¬ 

ian concept, which is shared with Rene Durand at Statistics Canada (see Hul¬ 

ten 1975). It’s a question of the timing of entrance of the improved capital 

goods into the stock of capital; it is not Harrod’s concept. 
Second, I want to disabuse Zvi Griliches of one thing. Harrod residuals are 
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not, repeat not, only for steady states. And there is no infinite regress involved 

in Harrod residuals. Maybe I’m giving Harrod too much credit, but his ax¬ 

ioms on economic growth are not locked into steady states or infinite re¬ 
gresses. 

But let me come back to the point that Zvi Griliches makes. He says, “What 

I want to know is where it occurred, in what industry did the productivity 

advance occur?” And I share that view. The calculations that I presented show 

different rates of productivity advance by industry in the Harrodian sense. 

What I claim is that the Harrod residuals provide a more useful picture in 

terms of, say, a much better prediction of the behavior of relative prices than 

do the traditional measures of where technical progress occurs. 

We can aggregate the Harrod residuals to get measures for the aggregate 

economy. The weights that are attached to each industry’s residual are its 

weights in the final output of the economy by industry. So Edward Denison’s 
end use approach is being met as well. 

Finally, we still need to consider the fact that, in a world in which technical 

progress takes the form of constant changes in the characteristics of produced 

inputs used in the economy, characteristics price indexes for such inputs will 

always be falling relatively to the price index for consumption goods. This 

will be the case even if the consumption goods price index is adjusted for 

characteristics changes as well. In other words, constant price net capital for¬ 

mation will always be shown as rising relatively to the output of consumption 

goods, and the price indexes of capital formation will always be falling rela¬ 
tively to the price indexes of consumption goods. 

I’m not sure that the governor of the Bank of Canada, John Crowe, if con¬ 

fronted with the facts that the prices of consumption goods were flat and the 

prices of new capital goods, or net capital formation, were declining, would 

conclude that price stability would require that price indexes of consumption 

goods be allowed to rise. I share the basic point expressed, I think, by Edward 

Denison and Charles Hulten that the end thing that we should be focusing on 

is the flow of consumption in the economy because that is what maximizes 
welfare. 

The BEA (and new BLS) computer price indexes are “correct.” Should they 

be used to “deflate” gross fixed capital formation? A case can be made for the 

deflation of gross fixed capital formation with consumption good price in¬ 

dexes. I have also suggested that the use of the BEA indexes for the calcula¬ 

tion of total factor productivity at the industry level is all right, provided those 
estimates are Harrod rather than Solow residuals. 



371 Implications of BEA’s Treatment of Computer Prices 

Comments from the Floor 

Arthur J. Alexander: As somebody who’s been working in product character¬ 

istics space for about twenty years, I’m a little less sanguine about it now than 

I used to be. We haven’t taken sufficient account of the question of whether 

the mapping from characteristics space into utility or production or profitabil¬ 

ity space is really happening in our statistical estimates. Is this transformation 

or mapping really there? We don’t look at final user’s utility because it’s very 

hard to get at; instead, we go on to the analysis of characteristics because it’s 

a lot easier to deal with, rather than looking at how productive is that computer 

in one use or another use, or how good is a VCR or a stereo system, or how 

much does it contribute to utility—and making quality adjustments that way. 

We have taken the easier step of finding the characteristics that seem to do 

the job as an intermediate product as a proxy for utility; we’ve accepted that 

proxy and worked with it, but we haven’t verified that, in fact, the transfor¬ 

mation and the mapping are doing the job that we want them to do. There’s 

accumulating evidence that they may not be doing the job, that true measures 

of quality or performance or productivity are moving somewhat differently 

than measures based on characteristics. We have to take some time now to do 

some more work to see whether, in fact, the use of characteristics is appro¬ 

priate and whether the transformations and the mappings that we are assuming 

are there are really there and really doing the job that we want them to do. 

Edwin R. Dean: Edward Denison’s book dealt almost as much with the BLS 

productivity program as it did with the BEA computer deflator, and the pre¬ 

sent discussion seems to have dealt with both. It might be a good idea to relate 

Ed’s ideas to the BLS productivity program. 
First of all, just for your information, where do things stand? Both in its 

labor productivity series and in its multifactor productivity series, BLS is cur¬ 

rently using output measures based on BEA NIPA data, after adjustments. 

For the capital part of its denominator in the multifactor productivity series, 

BLS begins its rather complex calculations of capital services by using the 

BEA capital investment series. Of course, like the output series, since Decem¬ 

ber 1985, these investment series have reflected computer investment calcu¬ 

lated by BEA with the deflator currently being discussed. 
So we have continued to use these BEA measures. We are not necessarily 

Arthur J. Alexander is president of the Japan Economics Institute of America, Washington, 

D.C. 
Edwin R. Dean is associate commissioner of the Office of Productivity and Technology of the 
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pleased with every detail of the BEA computations, but we are certainly in 

accord with the general approach that underlies the BEA computer deflator. 

The intellectual antecedents for our multifactor model are numerous. Four 

of them have been before you in person this afternoon. Certainly, Edward 

Denison’s work has been one of our main intellectual antecedents. Charles 

Hulten, Erwin Diewert, Zvi Griliches, and others, including Dale Jorgenson, 
have also been important in this work.5 But on the questions of the overall 

model and of capital inputs, our general approach has been closer to that of 

Erwin Diewert and Zvi Griliches than it has been to Edward Denison. And it 

would be redundant for me to try to repeat some of the things that Erwin 

Diewert and Zvi Griliches have said in explaining their views. 

I think one point is worthy of some emphasis as far as our general approach 

is concerned. Zvi Griliches made a distinction between a structural equation 

approach and the reduced-form approach, as he would characterize T. K. 

Rymes’s general model. We are very interested in issues of substitution be¬ 

tween inputs, and you do not do a good job of capturing the prices that pro¬ 

ducers pay attention to in adjusting their input mix if you adjust the actual 

market prices paid by producers for productivity change, as T. K. Rymes 

would have us do. So, since one of our purposes is to be able to shed light on 

policy questions related to substitution among inputs, we are strongly at¬ 

tracted, in addition to the reasons that Erwin Diewert and Zvi Griliches out¬ 

lined before, to an approach that takes into account quality adjustments, but 

we do not want to adjust these prices further for productivity changes. To 

adjust input prices for productivity change, as T. K. Rymes does, is to break 

the link between input prices paid by producers and the input prices used in 
productivity measurement. 

That doesn’t mean that we’re entirely happy with BEA’s use of base-period 

weighting in computing output. It doesn’t mean that we’re entirely happy with 

the kinds of input prices that have gone into the BEA computer model, but we 

are in accord with BEA’s general approach to the computer price index. 

Rene Durand: I would like to make two comments. The first relates to T. K. 

Rymes s presentation. In his model, as in our dynamic model, the capital 

stock does not appear as a primary input in the productivity equation. Capital 

is replaced by what Rymes calls the stock of waiting. Waiting is measured in 

homogeneous forgone consumption units of some base year and is not affected 

by quality changes just like hours worked measured in sacrificed hours of 

leisure. However, in Rymes’s model, capital goods still appear as an output of 

the productive system, and, in that respect, the quality adjustment of the cap¬ 
ital stock remains an issue. 

In our dynamic framework, capital goods are neither primary inputs nor 

5. W. Erwin Diewert participated in the panel discussion but did not submit his statement for 
publication. 
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outputs of the productive process. Output is given by the infinite flow of pre¬ 

sent and future consumption over an infinite time horizon, and capital as an 

input is replaced by the stock of waiting, although our measure of waiting, 

derived dynamically, differs from Rymes’s measure of waiting. Consequently, 

the issue of the quality adjustment of the capital stock deflator as such van¬ 

ishes. 

Over a limited time horizon, optimal growth is characterized by the “maxi¬ 

mum” consumption path subject to some side condition for the capital stock 

at the terminal date. That capital stock represents the discounted value of fu¬ 

ture consumption and constitutes a pure stock of wealth. Consequently, and 

following Denison, we believe that the capital stock must be deflated by a final 

consumption deflator. Of course, the quality adjustment of the price deflator 

of consumption goods remains an issue, but that problem is of much less 

acuity than the quality adjustment of the capital goods deflator given the im¬ 

portance of computers in the capital stock and the rapid evolution of com¬ 

puters. 
The second comment bears on Charles Hulten’s reconciliation of T. K. 

Rymes’s productivity model with the Jorgenson-Griliches model. This recon¬ 

ciliation sheds much light on the two alternative models and on how they are 

linked, and it is certainly welcome. However, I oppose Hulten’s suggestion 

that we call Rymes’s residual something other than multifactor productivity 

growth. On Hulten’s figure 11.1, indeed, Rymes’s production gain is decom¬ 

posed into a shift in the production function (associated with the neoclassical 

productivity gain) and a move along that production function as productivity 

growth affects the growth of the capital stock. However, Hulten uses capital 

as an input rather than the stock of waiting. Were he to use the stock of waiting 

instead, then the production gain would be attributed entirely to a shift in the 

production function as both values of the capital stock in period 1 and 2 cor¬ 

respond to the same value in the stock of waiting. Therefore, with waiting 

instead of capital as an input, the whole production gain results from a pure 

shift in the production function, and I do not see why this shift would not be 

called technical progress. 

Michael Harper: First of all, I don’t think that it’s useful to analyze the ad¬ 

vance of computers in the context of a steady-state growth model or even in 

terms of a single shift in a steady-state model. I think that it’s a dynamic 

process and involves ongoing change. 
Second, if there is an innovation that improves a capital good, at what point 

does productivity change occur? Does it occur when the invention is made? 

Does it occur when the capital good is made, or does it occur when the con¬ 

sumption is actually realized? I think it occurs when the invention is made in 

the sense that the production possibility set is expanded at that point, but we 

Michael Harper is chief of the Division of Productivity Research of the Bureau of Labor Statis¬ 

tics. 
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can’t measure it yet because we can’t really observe it. We can first observe it 

in a market when investors reveal their evaluation by purchasing capital 

goods. So I think that that’s the reason we at BLS prefer the approach of Erwin 

Diewert and Zvi Griliches and haven’t switched to the other approach. 

Rymes: I want to respond to Edwin Dean. I do not agree with the idea that our 

measures don’t answer your questions. I will address this as tightly as I can. 

You want to know what the determinants are of changing relative prices. You 

want to know this because maximizing firms choose input combinations on 

that basis. The goods that fall relatively in price are the ones that they switch 
over to in their choice of technique. 

It is my claim that you want Harrod residuals. Take two industries as an 

example. You want measures for the two industries, of the rate of technical 

change, taking account of all the direct and indirect effects through the whole 

economic system, that will predict—that will be associated with—the change 

in relative prices that’s taking place. My claim, as I thought the use of the 

computers and semiconductors examples illustrated very clearly, is that the 

Harrod residuals do this. The traditional residuals simply do not. The price of 

computers is falling very rapidly, quality adjusted. The price of semiconduc¬ 

tors is falling slightly less rapidly, quality adjusted. What the traditional mea¬ 

sures of factor productivity will do when you make the adjustment for such 

change is to show the productivity advance in computers reduced and the pro¬ 

ductivity advance in semiconductors increased. The movement in the tradi¬ 

tional measures of the rates of productivity advance at the industry level that 

you get does not answer your question. When you, Edward Denison, or I am 

interested in the basic microeconomics of the movement of, or the prediction 

of, the relative prices of produced inputs in the economic system and substi¬ 

tution among the inputs, the Harrod residuals give us a clue as to what’s going 

on. As far as I can see, the traditional measures do not. The puzzle is why you 
still prefer the traditional measures. 
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