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Global Commodity Chains

Genealogy and Review

Jennifer Bair

1

oVer the Pa s t t Wo deC ades,  a VoLUminoUs Liter atUre 
on international trade and production networks has accumu-

lated. Such networks were described first as commodity chains, later as global 
commodity chains, and most recently as global value chains. Although the 
sheer size of this flourishing literature underscores the appeal of global chain 
constructs as a way to conceptualize and analyze globalization, the dynamic 
and rapid proliferation of this research program also poses challenges. The 
significance of new theoretical formulations and empirical findings must be 
assessed, as scholars examine the extent to which they contradict, comple-
ment, or correct our extant knowledge about the ways in which people, places, 
and processes are linked to each other in the global economy. This volume, 
containing new work from an interdisciplinary group of scholars, aims to offer 
such an assessment of what we know about commodity chains, twenty years 
after the term was coined by Terence Hopkins and Immanuel Wallerstein.
 In this introductory chapter, I describe the three approaches that collec-
tively constitute what we might consider the field of global chain studies: (1) 
the world-systems tradition of macro- and long-range historical analysis of 
commodity chains; (2) the global commodity chains (GCCs) framework de-
veloped by Gary Gereffi and colleagues as a blend of organizational sociol-
ogy and comparative development studies; and (3) global value chains (GVCs) 
analysis, the newest variant, which draws inspiration from its GCC predeces-
sor but also, in some of its formulations, from the quite distinct tradition of 
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transaction cost economics. Although often used interchangeably to describe 
the sequence of processes by which goods and services are conceived, produced, 
and brought to market, each of these chain constructs has its own history, its 
own theoretical and disciplinary affinities, its own substantive emphases and 
empirical concerns, and, arguably, its own political valences. In providing the 
reader with a modest exegesis of the commodity chain, my aim in the first 
section of this introduction is not to evaluate the relative merits and weak-
nesses of these constructs but rather to underscore the similarities and differ-
ences between them. The second part of the chapter then reviews three areas 
of debate within the study of global chains. Via brief summaries of the nine 
chapters that follow this introduction, I explain how the collection engages 
these debates and extends the frontiers of commodity chain research.

a Genealogy of the Commodity Chain

One way to understand the relationship between the actors and activities in-
volved in creating goods and services in the global economy is to describe them 
as links in a commodity chain. Hopkins and Wallerstein define such a chain 
as “a network of labor and production processes whose end result is a finished 
commodity” (1986: 159). Later, I elaborate on the distinctive meaning of this an-
alytical construct within world-systems theory, and contrast this understand-
ing of the commodity chain with that found in the GCC and GVC frameworks. 
Through this genealogy of the chain concept, I aim to show the variation that 
exists among these approaches; however, because I also want to compare and 
contrast what I am referring to as the composite “global chains” literature with 
alternative perspectives on international production networks, I begin by re-
viewing some other chain-like concepts or constructs that aim to describe the 
organization and geography of production in the global economy.

Other Variations on the Chain Theme
In their discussion of commodity chain research as it pertains to agriculture 
and food, Jackson, Ward, and Russell (2006) locate two nearly contemporane-
ous but distinct sources of inspiration for this work. The first is world-systems 
theory, discussed in greater detail in the next section of this chapter. The sec-
ond is the “new political economy of food and agriculture,” and particularly 
the work of William Friedland and colleagues (1981) on technological change 
and its impact on the organization of work in U.S. farming.1 Friedland’s ap-
proach, which he described as “commodity systems analysis” (Friedland 1984) 



 Global Commodity Chains 3

influenced others studying the organization of agricultural production, and 
increasingly, the relationship between production and consumption in food 
chains. Jackson and colleagues point out that though the agro-food literature 
has been influenced both by the world-systems and commodity systems ap-
proaches, “Friedland et al.’s key work made no reference to Wallerstein and 
vice versa. These are distinctly different traditions in their conceptual drivers, 
objects of study and modes of analysis” (2006: 131).
 A later framework that would also prove influential within agro-food 
studies—systems of provision—was developed by Ben Fine and Ellen Leopold 
(1993; Fine 2002). Rather than beginning with production, as is typical of work 
in the new political economy of agriculture, Fine and Leopold sought to de-
vise a more integrated approach to the relationship between consumption and 
production that would avoid the “productivist pitfall” typical of commodity 
analysis (Leslie and Reimer 1999: 406). Specifically, Fine and Leopold argued 
that one needed to consider the specificity of the consumption-production re-
lationship as it pertained to particular commodities, and showed how com-
modities are “distinctly structured by the chain or system of provision that 
unites a particular pattern of production with a particular pattern of con-
sumption” (Fine and Leopold 1993: 4).
 A third and final chain-like tradition in agro-food studies is the filière ap-
proach, which pre-dates the commodity systems and systems of provisions 
frameworks, having been developed in the 1960s by researchers in France at 
the Institut National de la Recherche Agronomique and the Centre de Coop-
eratión Internationale en Recherche Agronomique pour le Développement. 
The application of the filière approach in developing countries “was heavily 
influenced by the needs of the colonial and post-colonial French state, since 
state (agricultural) development policy in former French colonies was com-
modity-centered and required a matching analytical framework” (Raikes, 
Jensen, and Ponte 2000: 391).
 Each of these concepts—commodity systems, systems of provision, and 
filière—describe production (or production and consumption) in terms of a 
chain linking together different activities and agents. Perhaps for this reason, 
they are sometimes conflated with each other, or with what I later suggest is a 
more delimited commodity chain construct. For example, Leslie and Reimer 
use commodity chains and systems of provision interchangeably (1999; see 
also Hughes and Reimer 2004). In her discussion of commodity chain analy-
sis, Jane Collins subsumes the filière tradition and the commodity systems ap-
proaches under the overarching rubric of commodity chain analysis, but her 
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review contains no reference to the founding contributions of Hopkins and 
Wallerstein and mentions the world-systems tradition of chain research only 
in passing, when describing Gary Gereffi’s global commodity chain paradigm 
as “operating within what is nominally a world systems perspective” (2005: 6).
 Like their counterparts who study primary commodities, researchers in-
vestigating manufacturing industries have also been drawn to the chain meta-
phor as a way to capture the links connecting firms and other actors to each 
other across space. However, few references to the world-systems tradition 
of commodity chain research are found in such studies, and constructs that 
were developed specifically to analyze production processes in agriculture, 
such as commodity systems and filiére, are also largely absent. Instead, a vari-
ety of other concepts have been used to describe the highly internationalized 
production processes for manufactures such as cars, clothing, and computers 
(Borrus, Ernst, and Haggard 2000; Ernst 1999; Henderson, Dicken, Hess, Coe, 
and Wai-chung Yeung 2002).
 Among these various approaches, the “Manchester school” of global pro-
duction networks (GPNs) is closest to the commodity chain tradition.2 Devel-
oped as “a relational and specifically geographic approach to the study of the 
global space-economy” (Hess and Yeung 2006: 1196–1997), the GPN frame-
work evolved in dialogue with, and as critique of, the GCC framework, and 
Gary Gereffi’s work in particular (Czaban and Henderson 1998; Dicken, Kelly, 
Olds, and Yeung 2001; Henderson and others 2002). Specifically, the propo-
nents of the GPN approach argue that research carried out under the GCC 
banner has tended to ignore the spatial dimension of such chains. In contrast, 
the GPN approach seeks to reconcile an appreciation of the multiscalar dy-
namics of globalization with close analysis of specific networks in situ, and 
specifically the extent to which global networks are also local in the sense 
that they are embedded in different kinds of social or institutional contexts 
(Hess and Coe 2006; Hess and Yeung 2006). Despite the different emphases of 
the GPN framework and the efforts of its proponents to distinguish their ap-
proach from the GCC framework, most research carried out under the banner 
of the former consists of detailed and empirically rich case studies, and thus 
does not differ greatly from analyses of global commodity chains in terms of 
methodological approach (Bair 2008).
 Though antecedents of contemporary work on international production 
networks in manufacturing are various, I will mention only two here. A 1973 
article by Gerry Helleiner, which discusses the role of multinational corpora-
tions (MNCs) in the shift to export-oriented industrialization in developing 
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countries, anticipates the transformations that Feenstra (1998) would describe 
a quarter century later as “the integration of trade and the disintegration of 
production.”3 Although foreign investment in the developing world focused 
first on resource exploitation and later on serving domestic markets protected 
by import-substituting industrialization, Helleiner predicted that MNCs 
would “move increasingly into the internationalization of production and 
marketing, knitting the less-developed countries into their international ac-
tivities as suppliers not only of raw materials but also of manufactured prod-
ucts and processes” (31). Helleiner pointed to the implications of this “process-
ing, assembly, and component manufacture” model for extant explanations of 
the internationalization of corporate activity, as well as for the industrializa-
tion and development prospects of host countries. By the end of that decade, 
the future Helleiner envisioned had, to large degree, materialized. The emer-
gence of export-oriented manufacturing in many developing countries was 
famously interpreted as a new international division of labor, manifest in the 
proliferation of export-processing zones throughout the Third World (Fröbel, 
Heinrichs, and Kreye 1980).
 Stephen Hymer’s work on MNCs was a second important predecessor to 
the contemporary literature on cross-border production networks in global 
industries. If Helleiner assumed that the expansion of manufacturing for ex-
port in the developing world would take the form of foreign direct invest-
ment by multinationals in overseas subsidiaries, Hymer anticipated not just 
the geographical relocation of manufacturing but also its externalization to 
networks of independent enterprises (Strange and Newton 2006). In a 1972 
paper, Hymer describes a cycle that “traces the operational flow of activities 
organized by the corporation through the phases of science, invention, in-
novation, production, marketing, distribution, and consumption” (Hymer, 
quoted in Cohen, Felton, Nkosi, and van Liere 1979: 151). In a passage that is 
resonant with Gereffi’s description of buyer-driven commodity chains, Hymer 
hypothesizes that “where product design becomes the dominant element, in-
vestment in development and marketing is more important [than production.] 
The large corporation might then prefer to allow small businesses to own the 
plant and equipment (along with the associated risks) while it concentrates on 
intangibles” (Hymer, quoted in Cohen, Felton, Nkosi, and van Liere 1979: 248; 
compare Gereffi, Humphrey, Kaplinsky, and Sturgeon 2001: 6).
 Decades after these pioneering discussions, two more variations on the 
chain theme emerged from milieu quite different than the literature on MNCs 
to which Helleiner and Hymer were contributing. The first is supply chain 
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management (SCM), a term coined in 1982 by Keith Oliver, a vice president 
in the London office of the international consultancy firm Booz Allen Hamil-
ton. Oliver developed an integrated approach to inventory management that 
sought to balance the trade-off between his client’s goals and the needs of 
the client’s customers; his idea was to analyze the “management of a chain of 
supply as though it were a single entity, not a group of disparate functions” 
(Laseter and Oliver 2003). Oliver referred to his approach as supply chain 
management; not only did the name stick, but this project of integrating logis-
tics with materials and information flows mushroomed in the 1990s with new 
point-of-sale technologies and electronic data interchange (EDI).
 The second is the notion of the value chain, which entered the lexicon of 
strategic management via Michael Porter’s well-known 1985 book, Competitive 
Advantage. For Porter, value chains are tools for analyzing the relationship be-
tween various actors and activities within an organization. Businesses can se-
cure a competitive advantage by successfully managing the linkages between 
these internal functions in a way that creates value for the firm’s customers. 
Porter uses the term value system to describe the set of inter-firm linkages 
through which different enterprises (and their value chains) are connected 
to each other. These larger interconnected systems of value chains, which ex-
tend backward from an individual firm to its suppliers, and forward into its 
distribution channels, are often international in scope. For this reason, within 
the strategic management literature they are sometimes referred to as global 
supply chains, or occasionally global value chains.
 The first set of chain concepts discussed earlier—commodity systems, 
systems of provision, and filière—shares some similarities with commodity 
chains as understood by world-systems theorists, whereas the various net-
work approaches used to describe global manufacturing arrangements, as 
well as supply chain management and Porter’s value chains, are closer to the 
GCC and GVC frameworks. Yet these variants differ from the three camps 
of commodity or value chain research summarized further on insofar as the 
latter share common roots—specifically, in a political economy perspective in 
which the chain construct is used to investigate interconnected, cross-border 
processes of trade and production. Although the discussion of these three 
chain approaches later in this chapter points to some of the ways in which the 
GCC and later the GVC approaches diverged from the original commodity 
chain formulation offered by Hopkins and Wallerstein, they can nevertheless 
be regarded as stemming from a single intellectual lineage, in the sense that 
the GCC framework grew out of (though modified) world-systems theory, and 
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GVC analysis grew out of (though, again, also modified in important ways) 
the GCC framework. The extent to which this lineage outweighs salient dif-
ferences between these camps, and the relationship between this composite 
global chains literature, so conceived, and other network approaches such as 
the GPN framework mentioned earlier, is an ongoing question, and one that is 
addressed, implicitly or explicitly, in several of the chapters that follow.

From Commodity Chains in the World-System to Value Chains 
in the Global Economy
The term commodity chain dates from a 1977 article by Hopkins and Waller-
stein in which the authors sought to differentiate their understanding of cap-
italism’s territorial scope from the orthodox way of thinking about global-
ization. Instead of seeing the global economy’s development as a sequential 
process whereby national markets evolve in the direction of expanded foreign 
trade geared to an international market, the authors suggest starting with

a radically different presumption. Let us conceive of something we shall call, 
for want of a better conventional term, “commodity chains.” What we mean by 
such chains is the following: take an ultimate consumable item and trace back 
the set of inputs that culminated in this item—the prior transformations, the 
raw materials, the transportation mechanisms, the labor input into each of the 
material processes, the food inputs into the labor. This linked set of processes 
we call a commodity chain. If the ultimate consumable were, say, clothing, the 
chain would include the manufacture of the cloth, the yarn, etc., the cultivation 
of the cotton, as well as the reproduction of the labor forces involved in these 
productive activities (128).

 Three features characterize the world-systems tradition of chain research. 
First, commodity chain analysis focuses on how the global division and in-
tegration of labor into the world economy has evolved over time: “In terms 
of the structure of the capitalist world-economy, commodity chains may be 
thought of as the warp and woof of its system of social production” (Hopkins 
and Wallerstein 1994: 17). Historical reconstruction of commodity chains sug-
gests that they have been global in scope since the emergence of modern capi-
talism. Thus, contra a presentist view of globalization, world-systems theory 
maintains that “transstate, geographically extensive commodity chains are not 
a recent phenomenon, dating from say the 1970s or even 1945, . . . they have been 
an integral part of . . . the functioning of the capitalist world-economy since it 
came into existence in the long sixteenth century” (Wallerstein 2000a: 2).
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 Second, commodity chain analysis seeks to understand “the unequal dis-
tribution of rewards among the various activities that constitute the single 
overarching division of labor defining and bounding the world economy” 
(Arrighi and Drangel 1986: 16). The question for researchers is what we can 
learn from commodity chain analysis about the process of capital accumula-
tion at a particular point in the evolution of the world-system, and what it 
tells us about the distribution of the total surplus-value created in a particular 
chain between its various links (or boxes, in the terminology of Hopkins and 
Wallerstein). Some links in a chain will tend to be located in core (that is, de-
veloped) countries of the world-system, and others in the less-developed zones 
of the semi-periphery and periphery, but the spatial distribution of these links 
can change over time, as can the configuration of the chain itself, as when 
the boundaries around boxes are redrawn (for example, activities previously 
performed in one box are divided into two separate boxes). Boxes that are 
characterized by a high rate of profit are typically monopolized by a small 
number of producers and are usually located in core countries, although any 
highly profitable link is subject to competitive pressures that tend toward its 
demonopolization over time.
 Third, the spatial and social configurations of chains are linked to cyclical 
shifts in the world economy. During phases of economic contraction (Kon-
dratieff B-phases), the geographical scope of a chain is often reduced, due to 
increased concentration and a decline in the overall number of producers par-
ticipating in it, while the degree of vertical integration characterizing a chain 
tends to increase (that is, more links of the chain are incorporated within the 
organizational boundaries of the firm) (Hopkins and Wallerstein 1994). The 
reverse is true of expansionary periods, or Kondratieff A-phases.
 The first book-length manuscript devoted to commodity chains appeared 
in 1994. Commodity Chains and Global Capitalism was edited by Gary Gereffi 
and Miguel Korzeniewicz and contained a number of papers presented at the 
sixteenth annual conference of the Political Economy of the World-Systems 
(PEWS) research group. Most reviews of the commodity chain approach cite 
this volume as “the beginning of GCC analysis as a relatively coherent par-
adigm” (Daviron and Ponte 2005), and emphasize the framework’s roots in 
the world-systems orientation (Dicken and others 2001; Fine 2002; Thompson 
2003), the dependency tradition (Henderson and others 2002), radical develop-
ment theory (Whitley 1996), or structuralist development economics (Cramer 
1999).4 However, as I have argued elsewhere (Bair 2005), there is a disjuncture 
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between the world-systems tradition of commodity chain research and the 
GCC framework, and these differences were already evident in the Gereffi and 
Korzeniewicz volume. Most of the chapters in the book, with the exception 
of those on the shipbuilding and wheat flour commodity chains during the 
sixteenth and seventeenth centuries (Özveren 1994; Pelizzon 1994), focus on 
contemporary manufacturing industries, and in particular on inter-firm net-
works linking developing country exporters to world markets. In addition, 
most contributors neglected to investigate the cyclical dynamics of commod-
ity chains that are of great interest to world-systems theorists.
 The most widely cited contribution to Commodity Chains and Global Capi-
talism was a chapter by Gary Gereffi that described a framework for the study 
of what he called global commodity chains, or GCCs. Gereffi (1994) identified 
three dimensions of such chains along which they could be analyzed: (1) an 
input-output structure, which describes the process of transforming raw ma-
terials and other inputs into final products); (2) a territoriality, or geographical 
configuration; and (3) a governance structure, which describes both the process 
by which particular players in the chain exert control over other participants 
and how these lead firms (or “chain drivers”) appropriate or distribute the 
value that is created along the chain. In a later contribution (1995), Gereffi 
added a fourth dimension: institutional context, which describes the “rules of 
the game” bearing on the organization and operation of chains.
 As Gereffi and his coauthors make clear in their introduction to the vol-
ume, part of the appeal of the commodity chain construct is its ability to 
move across different levels of analysis: “Our GCC framework allows us to 
pose questions about contemporary development issues that are not easily 
handled by previous paradigms, and permits us to more adequately forge the 
macro-micro links between processes that are generally assumed to be dis-
creetly contained within global, national, and local units of analysis” (Gereffi, 
Korzeniewicz, and Korzeniewicz 1994: 2).
 Global commodity chains are structures that connect actors across space—
not only to each other, but also to world markets. They can thus be thought of 
as the infrastructure of international trade, and their analysis reveals cross-
border flows and intermediate processes of production and exchange that are 
concealed by statistics referring only to trade in final products. For this rea-
son, Gereffi’s GCC framework proved particularly appealing to scholars in de-
velopment studies, who having witnessed the widespread adoption of export-
oriented industrialization (EOI) strategies across much of the global South 
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throughout the 1980s and 1990s were eager to find a paradigm that would help 
shed light on these policies and their consequences. The shift to EOI among 
developing countries was auspicious for the reception of Gereffi’s GCC frame-
work among academics and policymakers alike, and although the timing was 
fortunate, the substantive relevance of the GCC approach for development 
issues was rooted in the evolution and trajectory of more than two decades 
of Gereffi’s own work—first, on the pharmaceutical industry in Mexico and 
the dynamics of dependent development (Gereffi 1983), and later on the com-
parative trajectories of East Asian and Latin American economies (Gereffi and 
Wyman 1990). Although his early writing was strongly influenced by depen-
dency theory, Gereffi’s comparative research later highlighted differences in 
the industrialization strategies being pursued across regions, especially with 
regard to how these domestic policies and regimes intersected with the orga-
nization of global industries.
 As an approach linking development trajectories to the dynamics of in-
dustrial sectors, the GCC framework provided a way to codify and extend 
the insights generated by Gereffi’s studies of comparative development. 
Chief among these was Gereffi’s assertion, contra the world-systems view of 
commodity chains, that global commodity chains are an emergent organiza- 
tional form associated with a relatively recent and qualitatively novel pro- 
cess of economic integration: “One of the central contentions of the GCC 
 approach is that the internationalization of production is becoming increas-
ingly integrated in globalized coordination systems that can be character- 
ized as producer-driven and buyer-driven commodity chains” (1996: 429). This 
distinction between producer-driven and buyer-driven commodity chains  
(PDCCs and BDCCs) highlighted distinct patterns of coordination and  
control in global industries. The emergence and proliferation of buyer-driven 
chains in light manufacturing industries seemed to capture well the ex-
perience of many developing countries, which were becoming integrated 
into global markets as exporters of toys, footwear, apparel, and consumer 
electronics. In addition to Gereffi’s own early work on apparel (Appelbaum 
and Gereffi 1994; Gereffi 1994), dissertations written by Gereffi’s students at 
Duke University contributed to the emergent literature on BDCCs in several 
industries throughout the 1990s (Cheng 1996; Haji-Salleh 1997; Leung 1997;  
Pan 1998).
 The GCC approach departs from the original world-systems research 
agenda on commodity chains in two ways. First, its analytical emphasis on the 



 Global Commodity Chains 11

activities of firms, and especially the chain drivers that play the lead role in 
constructing and managing international production networks, gives greater 
weight than a more orthodox world-systems approach would to the role of 
firms as capitalism’s organizing agents. Second, its interest in analyzing—and 
later, in more policy-oriented work, harnessing—the dynamics of commod-
ity chains to advance the industrialization and developmental objectives of 
states marks a further break with the world-systems tradition, which inveighs 
against the myopia of this “developmentalist illusion” (Arrighi 1990; Waller-
stein 1994). Although studies of GCCs frequently focus on the prospects for 
firms, nations, or regions to upgrade via incorporation into particular com-
modity chains, world-systems theorists emphasize that for understanding the 
world-capitalist economy, “[w]hat is central is the fact of unequal exchange 
operating through a set of mechanisms . . . that continually reproduces the 
core-periphery division of labor itself—despite massive changes in the areas 
and processes constituting the core, periphery and semi-periphery” (Arrighi and 
Drangel 1986).
 The GCC framework outlined by Gereffi in his contribution to Commodity 
Chains and Global Capitalism proved widely influential, and within a decade 
a wide range of global commodity chains in the manufacturing, agricultural, 
and (to a lesser extent) service sectors had been studied.5 Several international 
institutions embraced the GCC (and more recently, GVC) framework as well. 
The International Labour Organization sponsored a multiyear project looking 
at the implications of this kind of analysis for employment; the United Nations 
Commission for Latin America and the Caribbean has drawn on the GCC ap-
proach in research on regional production clusters; and the United Nations 
Industrial Development Organization funded a series of sectoral analyses as-
sessing the prospects for developing-country firms in various global chains, 
including those for autos (Humphrey and Memdovic 2003), apparel (Gereffi 
and Memdovic 2003), and furniture (Kaplinsky, Morris, and Readman 2001).
 By the close of the 1990s, and in the context of this burgeoning literature 
on global chains, some scholars began to reappraise the original GCC approach. 
First, the very description of these chains as commodity chains was ques-
tioned, because the term commodity is generally taken to denote either pri-
mary products (for example, agricultural staples) or low-value-added, basic 
goods (such as plain t-shirts as “commodity” garments).6 Second, Gereffi’s 
original distinction between producer-driven and buyer-driven chains was 
thought to miss important features of chain governance that were revealed 
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by new studies, suggesting the need for an expanded typology. Finally, some 
scholars noted that there was relatively little exchange between researchers 
working within the GCC framework and those who, although working on 
similar topics, were using different concepts to describe international produc-
tion networks. This became especially evident when, as Timothy Sturgeon’s 
chapter in this volume explains in greater detail, a group of researchers, with 
support from the Rockefeller Foundation, began an interdisciplinary initia-
tive in 2000 to examine different approaches to the study of global produc-
tion networks. Out of their conversations and collaborative work came the 
conviction that a common terminology would foster dialogue and promote a 
sense of intellectual community among scholars studying global industries. 
With the aim of selecting a term that would be inclusive of various constructs, 
this group decided to describe their project as global value chain analysis. The 
GVC rubric was favored over alternative concepts such as commodity chains 
or supply chains “because it was perceived as being the most inclusive of the 
full range of possible chain activities and end products” (Gereffi, Humphrey, 
Kaplinsky, and Sturgeon 2001).
 There is no clear consensus regarding the relationship between the GCC 
framework and GVC analysis, however. For example, scholars at the Danish 
Institute for International Studies adopted the new vocabulary in a multiyear 
research project analyzing the experiences of African exporters in global mar-
kets. Although the two books that resulted from this research are the first 
manuscript-length works to refer to GVCs, the authors appear to regard the 
shift from “commodity chains” to “value chains” as a purely terminological 
one devoid of substantive theoretical implications (Gibbon and Ponte 2005; 
Daviron and Ponte 2005). Indeed, Daviron and Ponte refer to the GVC ap-
proach as one “that first appeared in the literature under the term ‘global com-
modity chain’ (GCC) analysis” (2005: 27), suggesting that GVCs and GCCs are 
more or less interchangeable constructs.
 However, a somewhat different perspective is offered by Timothy Sturgeon, 
whose chapter here both elaborates his view of GVC analysis as a broader in-
tellectual project and situates within this overarching GVC research agenda 
a specific theory of GVC governance, which he has helped formulate. In Stur-
geon’s view, GVC analysis draws on the GCC tradition of chain research, but 
it is also influenced by transaction cost economics and a broader literature in 
the economics of organization. A paper coauthored by Sturgeon, Gary Gereffi, 
and John Humphrey, which appeared in the Review of International Political 
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Economy in 2005, was a key moment in the development of a GVC approach 
distinct from Gereffi’s GCC framework. In this paper, the authors identi-
fied a typology of five possible governance structures that can be found at 
the inter-firm boundary linking suppliers to lead firms in global value chains. 
According to this theory, the type of governance prevailing at the link be-
tween two firms is determined by the values (measured as “low” or “high”) in 
three independent variables: the complexity of transactions, the codifiability 
of information, and the capabilities of the supply base. These variables are 
intended to capture characteristics of the industry structure or production 
process, including the nature of “the knowledge transfer required to sustain a 
particular transaction, particularly with respect to product and process certi-
fications, the extent to which this information and knowledge can be codified, 
and therefore, transmitted efficiently and without transaction-specific invest-
ment between the parties to the transaction, and the capabilities of actual and 
potential suppliers in relation to the requirements of the transaction” (Gereffi, 
Humphrey, and Sturgeon 2005: 85).
 Thus far I have offered a genealogy of the commodity chain concept that 
distinguishes between the world-systems tradition, the GCC framework, and 
GVC analysis. One might interpret these as three generations of chain con-
structs, insofar as they roughly succeed each other in a temporal ordering, 
with the original commodity chain concept dating from the 1980s, the GCC 
framework being elaborated in the 1990s, and the global value chain variant 
emerging only in the 2000s. However, a generational schema of this sort is 
somewhat misleading because these literatures overlap, and work in all three 
traditions of chain research continues, including some by scholars who have 
been influenced by, and whose present research references, more than one of 
these frameworks. For example, though Gary Gereffi has been actively in-
volved in the development of global value chain analysis, and was one of the 
architects of the GVC governance theory, it is the GCC framework and its 
conceptualization of governance as “drivenness” that informs his analysis in 
Chapter 7 of this volume, authored jointly with Gary Hamilton.
 In fact, the construct of the buyer-driven commodity chain figures promi-
nently in Hamilton and Gereffi’s discussion of the relationship between 
global buyers and local producers in Korea and Taiwan. This suggests that 
the new typology of governance proposed by Gereffi and colleagues (2005) 
is not intended to replace the GCC framework’s original buyer-driven ver-
sus producer-driven distinction. Rather, because these different classificatory 
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schemes correspond to different conceptualizations of governance (as I discuss 
in the next section of this chapter), the question of which typology to apply 
in a particular piece of research may well depend on the specific analytical or 
theoretical issue that is being addressed. Hamilton and Gereffi use the BDCC 
construct to explain how networks between global buyers and local suppli-
ers can shape the organization of a national economy. Given their interest 
in demonstrating the macro-level consequences of these networks, the GCC 
framework provides a better analytical lens than that of the GVC governance 
theory, whereas the latter might be preferable if the researcher wanted to focus 
instead on the dynamics of a particular industry, or to explain the variation 
that exists within a set of buyer-driven chains.
 As the preceding discussion as well as the chapters that follow suggest, the 
extent to which a clear differentiation between the world-systems, GCC, and 
GVC versions of commodity chain research can and should be made is open 
to dispute, and so too is the question of how one might distinguish between 
these various approaches as they are applied in empirical work. Readers of 
this volume can make their own judgments about the analytical utility of such 
a distinction, and likely will arrive at their own assessments.

three debates in the study of Chains

I turn now to a review of key debates within the commodity chain literature 
that contributions to this volume engage. These deal with central methodolog-
ical and theoretical questions about what and how we learn from the study of 
global chains, and include (1) issues of analytical scope and operationaliza-
tion of the chain construct, (2) chain governance, and (3) the sociological and 
political implications of chain analysis. The remainder of this chapter is di-
vided into three sections, each of which provides an overview of one of these 
debates, followed by brief summaries of how the chapters in this collection 
address and extend them.

Issues of Operationalization, or “Which Is It Anyway—Commodity or  
Value Chain?”
Of necessity, every contributor to this volume takes a position with regard to 
the first of these debates by deciding to use either the term commodity chain 
or value chain. Although some might dismiss as inconsequential the decision 
to use value or commodity, the genealogy of the commodity chain concept 
traced in the previous section suggests that the choice for one term versus an-
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other is meaningful insofar as it has implications for how chains are studied, 
starting with the fundamental question of how the very object in question is 
analytically defined.
 The commodity chain of world-systems theory is the most inclusive of ex-
tant chain constructs. Like its GCC and GVC counterparts, it includes the 
sequence of activities through which raw materials or components are trans-
formed into final products, but this tradition of chain research also empha-
sizes that labor power is a critical input into every commodity chain and thus 
seeks to identify the various modes of labor control and reproduction that one 
can find along a chain, or even within a single box (Hopkins and Wallerstein 
1994). Depictions of historical commodity chains as they have been recon-
structed by world-systems researchers also include the transportation and 
storage of intermediate and final products as boxes in the chain. In this sense, 
the commodity chain is more like a web than a chain. World-systems analysts 
are not only, or perhaps not even primarily, interested in the sequential flow 
of materials and transformations that produce a final commodity. Instead of 
this “forward” view, they may want to look outward from any particular box 
in a chain and analyze the various processes which created the product in that 
box. In other words, what may be the last link in one chain is itself an input 
or intermediate link in another. It is the overlapping and intersecting nature 
of different commodity chains that Hopkins and Wallerstein meant to evoke 
when referring to them as the warp and woof of the capitalist world-economy.
 Moving from this conceptual understanding of commodity chains to their 
empirical study poses a number of daunting challenges for the researcher. 
Hopkins and Wallerstein suggest that one possibility for commodity chains 
research is “to develop a mode of evaluating the entire network of commod-
ity chains at successive points in time, so as to locate shifts in which chains 
are the major loci of capital accumulation” (1994: 49). However, in reality 
most studies focus on a single chain, or more accurately, a segment of a single 
chain or even a single box. This raises a methodological question for chain 
researchers: how should a chain be defined and made manageable as an object 
of study? For example, if the buyer-driven and producer-driven constructs are 
Weberian ideal types, how is a particular buyer-driven or producer-driven 
chain—say, those for apparel and automobiles, respectively—operationalized 
in empirical analysis? Or put differently, how does one differentiate between 
a global commodity chain as a stylized representation of inter-firm networks 
in a global industry and the many sets of specific linkages that constitute “real 
world” chains?
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 One of the benefits that primary commodities offer to chain analysts is 
manageability. Studying the entire length of a commodity chain is a task 
more easily accomplished for coffee and cocoa than for cars and computers. 
Another “comparative advantage of tropical commodity chain analysis” (as 
described by John Talbot in Chapter 5) is the tendency of these chains to high-
light issues of global inequality that may be less obvious in other industry 
contexts. This is because the ecology of tropical commodities requires them to 
be grown in the global South, whereas markets for these products are located 
primarily in the North. Thus tropical commodity chains are almost always 
truly “global”—not only do these chains cross national borders, they also con-
nect producers to consumers across the boundaries of the world-system zones 
(Talbot 2004).
 But are all commodity chains so extensive in their territorial dimension? 
Put differently, are all global commodity chains, in fact, global? It was a 
premise of Gereffi’s original GCC framework that transnational production 
systems are becoming increasingly integrated and coordinated across space, 
but the extent to which the territoriality of any specific commodity chain is 
global is an empirical question. Geographically concentrated chains can be 
found in global industries for a variety of reasons, including product char-
acteristics and market factors. For example, clothing retailers in the United 
States might prefer domestic or regional (say, Latin American) suppliers when 
speed-to-market or quick replenishment pressures are critical. For some 
products, “shorter” and less dispersed chains are part of the product’s very 
definition and appeal; this may be the case for fruits and vegetables sold at a 
local farmer’s market when, for example, the consumer values the increased 
transparency and freshness that spatial proximity between “farm and fork” 
is thought to provide. Yet although particular chains—that is, discrete sets 
of linkages between specific actors—may not be global, the GCC framework 
leads us to ask how these are nevertheless shaped by the broader organiza-
tional field of the global commodity chain to which they belong.
 Several critics have faulted the chain construct for its linearity, suggest-
ing that it is incapable of conveying the complex and interactional nature of 
networks (Henderson and others 2002; Cook and Crang 1996). Some argue 
that an analytical vocabulary of networks better captures the role of actors 
than do more structural chain approaches, which Arce and Marsden accuse 
of verging on a functionalist determinism that “suppresses the significance 
of contextualized human agency” (1993: 296; compare Collins 2005). Leslie 
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and Reimer (1999) worry that “horizontal” dimensions receive inadequate at-
tention when analytical priority is given to the flow of materials or processes 
along the chain. For example, aspects such as place and gender are relevant for 
each link in the commodity chain, yet may be neglected by chain approaches 
focusing on the connections between links, as opposed to the common ele-
ments bearing on the organization of actors and activities across the chain.
 These and other critical discussions of the global chain literature highlight 
some of the methodological weaknesses or confusions that chain researchers 
should address, and underscore the need for greater attention to the question 
of how we operationalize the commodity chain as an analytical construct. 
Raikes, Jensen, and Ponte point to the need for this kind of clarification in 
their review of Gereffi’s global commodity chain framework: “Is a GCC just 
any channel, or set of channels, by which products cross the world, or should 
the notion itself include the specific power and governance structure seen by 
Gereffi to define GCCs?” (2000: 400). Similarly, Thompson asks “[w]hat are 
the ‘limits’ of GCC/value-chain analysis, and what is the ‘beyond’ of its par-
ticular analytical formulations? Is there anything that cannot be included as 
a commodity/value chain that can claim to be called economic production?” 
(2003: 211).
 The chapters in Part I speak to several of the methodological issues at stake 
in analyzing commodity chains in comparative and historical perspective. 
These authors reflect on how we define the commodity chain as an object of 
study, implicitly pointing to the challenge that researchers face in deciding 
on an operationalization of the commodity chain that is feasible in terms of 
empirical study and yet still sensitive to the complexity, multidimensionality, 
and variability of these networks across time and space.
 In the only chapter authored by a historian (Chapter 2), Steven Topik’s 
discussion of the global trade in coffee underscores the importance of ap-
proaching commodity chains as concrete social relations between historical 
actors. In contrast to the GCC approach’s emphasis on the role of lead firms 
as the organizational drivers of chains, Topik shows how changing patterns of 
popular consumption in foreign markets, as well as particular characteristics 
of the locations in which production takes place, shape the geography of in-
ternational production and trade networks. Within the vast literature on the 
coffee trade, analyses of the contemporary coffee chain highlight the power 
of large, multinational roasters and specialty coffee retailers and the collapse 
of the International Coffee Agreements in explaining the precipitous decline 
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in the price of green coffee beans (Talbot 2004). Others emphasize that the 
ability of brands and coffee retailers such as Starbuck’s to capture the majority 
of value-added in the coffee chain reflects their control of symbolic or im-
material aspects of production, such as the in-person services or atmosphere 
provided on-site at the local café (Daviron and Ponte 2005).
 These analyses provide valuable insight into the organization of the cof-
fee chain (including the enormous volumes of coffee traded on the futures 
market), but Topik’s sweeping historical analysis, which begins before coffee 
became constituted as a commodity, enables a different perspective. Challeng-
ing the standard view of coffee-growing countries as victims of powerful U.S. 
or European corporations, Topik describes Brazil’s importance as a “market 
maker” for coffee in the late nineteenth century and its later role as a global 
“price maker,” following the government’s implementation of the valorization 
plan in 1906. In short, historical analysis is capable of underscoring agency 
and contingency in commodity chains, and can show how power among ac-
tors in chains shifts over time—all of which helps one to avoid the temptation 
of seeing the organization of contemporary commodity chains as necessary 
or inevitable, the functionalist determinism that Arce and Marsden, among 
others (Henderson and others 2002), caution against.
 David Smith and Matthew Mahutga provide a similar warning about 
what Topik refers to as the problem of “tunnel vision” in analyzing commod-
ity chains. In their contribution (Chapter 3), Smith and Mahutga argue that 
extractive activities, which produce the raw materials used in so many com-
modity chains, merit far more attention than they have received in the chain 
literature—an omission they aim to address. Drawing on the “modes of ex-
traction” concept developed by Stephen Bunker (1985; Bunker and Ciccantell 
2005), Smith and Mahutga suggest that analytical attention to these forgotten 
links in the commodity chain foregrounds critical factors, such as the impor-
tance of transportation in enabling geographically extensive chains, and the 
role of the state, given that governments are often intimately involved in ad-
ministering and supporting the infrastructure required for large-scale extrac-
tive activities. An operationalization of the commodity chain that “starts at 
the beginning” (Smith 2005) is part of the authors’ project to link the analysis 
of international trade and production networks to a country’s structural posi-
tion in the world-system, as well as to broader debates about the degree and 
nature of global inequality. In this sense, Smith and Mahutga’s chapter is the 
most faithful extension of the world-systems research agenda on  commodity 
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chains among those collected here. However, their quantitative network anal-
ysis departs from the historical reconstruction of commodity chains that has 
characterized this tradition, and thus extends world-systems analysis of com-
modity chains in a new methodological direction.
 Like Smith and Mahutga, Immanuel Wallerstein points in Chapter 4 to 
the importance of the state in shaping commodity chains, and like Topik, he 
is interested in the implications of this insight for appreciating the historically 
contingent and politically constructed nature of chains. Wallerstein elaborates 
the various ways in which governments shape what the GCC framework refers 
to as the institutional context within which chains operate, but he emphasizes 
that the influence of the state over global production networks is not restricted 
to setting “the rules of the game.” The configuration of chains sometimes re-
flects struggles between the state and producers, as the latter try to avoid or 
circumvent government-imposed restrictions on their activity that they find 
onerous. In addition to these internal struggles between states and producers, 
Wallerstein observes that international trade and production networks are of-
ten objects of political and ideological contestation between countries, as was 
starkly apparent when a unified front of developing countries (the so-called 
G-20 plus) challenged the legitimacy of the global trade regime during the 
WTO meeting in Cancun, Mexico, in September 2003.
 Wallerstein’s chapter provides a fitting conclusion to the first section of 
this volume, because he speaks directly to the question of how we should 
study commodity chains. Rather than offering a specific set of recommenda-
tions, Wallerstein reminds us that even the most careful operationalization of 
the chain concept, and the most rigorous empirical analysis, will yield only a 
partial perspective on the dynamics of production and exchange in the world 
capitalist economy that he and Hopkins developed the commodity chain con-
cept to explore: “Studying commodity chains is for the political economist 
something like . . . looking through the Hubble telescope for the cosmolo-
gist. We are measuring indirectly and imperfectly a total phenomenon that 
we cannot see directly no matter what we do. . . . It requires imagination and 
audacity along with patience. The only thing we have to fear is looking too 
narrowly.”

Governance: Beyond the PDCC-BDCC Distinction
Gereffi’s (1994) differentiation between producer-driven and buyer-driven 
commodity chains is the most widely cited proposition in the global com-
modity chains literature. Producer-driven chains are characteristic of more 
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capital-intensive industries in which powerful manufacturers control and  often 
own several tiers of vertically organized suppliers (for example, motor vehi-
cles); buyer-driven chains refer to industries, apparel being the classic case, in 
which far-flung subcontracting networks are managed with varying degrees 
of closeness by retailers, marketers, and other “intermediaries” (Spulber 1996) 
that generally make few or none of the products that are sold under their label. 
Ownership is more closely correlated with control of the production process 
in PDCCs than in BDCCs. In the latter, non-equity ties between lead firms 
(or “big buyers”) and first-tier suppliers, as well as between suppliers and sev-
eral tiers of contractors, are more prevalent than either vertical integration or 
one-shot, arm’s-length market transactions. What is most significant about 
this dichotomy is the recognition of the role played by commercial capital in 
BDCCs. These companies, mostly retailers and brand-name marketers, call 
the shots for the many firms involved in the buyer-driven chains they man-
age, although they generally have no equity relation to the producers making 
goods on their behalf.
 One of Gereffi’s main interests was to show that even chains with more 
“market-like” governance structures require coordination, and that these 
coordinating tasks are assumed by lead firms that determine much of the 
division of labor along the chain and define the terms on which actors gain 
access to it (Appelbaum and Gereffi 1994). Thus outcomes for suppliers are 
strongly affected by the behavior of lead firms, leading researchers to examine 
the implications of a chain’s governance structure for the upgrading efforts 
of suppliers and the developmental prospects of the regions in which they are 
located (Gibbon 2001a; Schrank 2004; Daviron and Ponte 2005).
 Although the analytical utility of these Weberian ideal types was con-
firmed by studies using the producer-driven and buyer-driven constructs as 
templates for analyzing various industries, the PDCC-BDCC distinction was 
criticized for being too narrow, overly abstract, or both (Clancy 1998; Fold 
2002; Gellert 2003; Henderson and others 2002). Other studies suggested that 
the buyer-driven and producer-driven categories did not adequately capture 
the range of governance forms observed in actual chains, leading to a prolifer-
ation of variations on the original theme of “drivenness.” Although the PDCC-
BDCC distinction had been elaborated with reference to manufacturing in-
dustries, Peter Gibbon (2001a) proposed that true “commodity” chains—that 
is, those along which basic agricultural products such as coffee and sugar are 



 Global Commodity Chains 21

harvested, processed, and marketed—are international trader-driven chains, 
with large trading houses often playing the lead firm role. Based on his study 
of the chocolate chain, Niels Fold (2002) proposed that a bipolar governance 
structure can emerge when two types of lead firms (in the case of chocolate, 
cocoa grinders and brand-name chocolate manufacturers) control different 
segments of the chain. Sean O’Riain (2004) argued that research-intensive in-
dustries such as software are best understood as technology-driven chains. 
Gereffi himself proposed that Internet-based developments such as B2B (busi-
ness to business) networks were producing new forms of coordination and 
control described as Internet-driven chains (2001a). Yet another governance 
structure—the modular network—was proposed by Timothy Sturgeon (2002). 
The modular network, which is discussed in more detail later this in this sec-
tion, describes relations between brand-name companies in the electronics 
industry (such as Apple, Compaq, Silicon Graphics) and the contract manu-
facturers that supply them (for example, Solectron, Flextronics).
 Among the four dimensions of the GCC framework outlined by Gereffi, 
governance structure has received the most empirical and theoretical atten-
tion (Gereffi, Humphrey, and Sturgeon 2005; Ponte and Gibbon 2005; Petkova 
2006). To understand current debates about governance in the chain literature, 
and how the chapters in this volume contribute to them, we must first consider 
how the concept of governance in the GCC and GVC frameworks differs from 
the view of networks as organizational “hybrids” in transaction cost econom-
ics, as well as from the view, prevalent within much of economic sociology, 
that relational networks are a distinct, trust-based governance structure.
 Sociological research on economic networks in the 1980s was largely a re-
sponse to, and more specifically a criticism of, transaction cost economics. 
The latter field developed as part of the new institutional economics in the 
1970s, when economists, armed with the much earlier work of Ronald Coase 
(1937), began to look inside the “black box” of the firm. If Coase argued that 
the problem of the firm—that is, why the economy features large organiza-
tions that internalize transactions that could occur in the market—is to be 
explained by the fact that transacting on the market implies costs, Oliver 
Williamson set out to formalize this observation, asking under what circum-
stances do the costs of transacting on the market make the internalization 
of those exchanges within a firm the more efficient solution? Williamson’s 
answer hinged largely on asset specificity: transactions were more likely to 
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be conducted within the organizational boundaries of the firm when they re-
quired particular, dedicated investments. In Williamson’s view, investments of 
this kind increase the mutual dependence between the actors in an exchange 
(for example, between buyer and supplier). The mutual dependence implied by 
high levels of asset specificity create the conditions for opportunistic behavior 
on the part of one or both parties to the transaction, which, in turn, creates 
costs, such as the building-in of safeguards to prevent possible malfeasance 
(Williamson 1975).
 Although Williamson’s theory initially focused on elaborating the cir-
cumstances under which hierarchy (that is, firms) may represent an efficient 
alternative to markets, he later acknowledged that intermediate forms of or-
ganization that mix elements of market and hierarchy are also possible. In an 
analysis of the way in which different organizational forms depend on and 
are supported by distinct traditions of contract law, Williamson identifies a 
“hybrid” organizational form between market and hierarchy, which describes 
various kinds of long-term contracting arrangements or other situations in 
which there are repeated exchanges between autonomous parties that share 
some degree of mutual dependence (Williamson 1991).
 Sociologists challenged Williamson and the new institutional econo-
mists on three grounds. First, they argued that the hybrid form Williamson 
described was not an intermediate organizational form between the poles of 
market and hierarchy but rather a distinct network governance structure that 
was, in Powell’s classic formulation, “neither market nor hierarchy” (1990). 
They further rejected Williamson’s assumption that what he called interme-
diate forms of organization were relatively infrequent, arguing that because 
“the network form of organization has a number of distinct efficiency ad-
vantages not possessed by pure markets or pure hierarchies,” it is empirically 
more common than transaction cost economics would predict (Podolny and 
Page 1998: 59). Finally, the very tenability of Williamson’s distinction between 
different organizational forms was questioned, because there are “strong ele-
ments of markets within hierarchies” and vice versa (Perrow 1986).
 In a highly influential and widely cited article published in 1985, Mark 
Granovetter argued that transaction cost economics operates with an “under-
socialized” conception of human action. His claim is that standard economic 
accounts obscure the fact that interpersonal relations between economic ac-
tors, and the obligations and expectations that derive from them, can con-
strain the malfeasance and opportunistic behavior at the core of Williamson’s 
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explanation of the firm (Granovetter 1985). However, if trust-producing social 
relations can “solve” the malfeasance problem, they do not necessarily do so, 
leading Granovetter to eschew a predictive model specifying when interper-
sonal ties generate particular outcomes in favor of grounded analyses exam-
ining how concrete social relations affecting economic activity emerge and 
evolve in specific contexts.
 The research agenda proceeding from Granovetter’s intervention has since 
been pursued by many authors seeking to demonstrate how socio-structural 
contexts shape economic activity (see also Hamilton and Gereffi, Chapter 7 
in this volume). Many of these contributions focus on a particular organi-
zational form—inter-firm networks—and a particular manifestation of the 
social-interpersonal relations, between, for example, firms and venture capi-
talists (Powell, Koput, and Smith-Doerr 1996) or between manufacturers and 
their suppliers (Uzzi 1997). In fact, a focus on social networks as dyadic ties 
between individuals or firms is a hallmark of the new economic sociology 
(Granovetter 1992; Swedberg 1997; Grabher 2006). Thus, although one could 
read Granovetter as suggesting that all economic activity and every form of 
economic organization is embedded in a social context—in which case, em-
beddedness is a process that bears on hierarchies and markets as much as on 
hybrid forms—sociological work proceeding from Granovetter’s challenge to 
economics has focused primarily on the inter-firm network as a uniquely “so-
cial” organizational form (Bair, 2008).
 Understood in this sense, networks are unlike either markets or hierar-
chies because they generate mutual expectations and relations of trust, which 
arise from repeated exchanges that become “overlaid with social content” 
(Granovetter 1985: 490). It is because of their “distinct ethic or value-orientation” 
that networks are “not reducible to a hybridization of market and hierarchical 
forms, which, in contrast are premised on a more adversarial posture” (Podolny 
and Page 1998: 61). The benefits of networks relative to other organizational 
forms derive in large measure from the kind of interactive and collaborative 
learning that trust is presumed to enable. Brian Uzzi’s discussion of networks 
in the New York City garment district is typical in this respect:

Unlike governance structures in atomistic markets, which are manifested in in-
tense calculativeness, monitoring devices, and impersonal contractual ties, trust 
is a governance structure that resides in the social relationships between and 
among individuals and cognitively is based on heuristic rather than calculative 
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processing. In this sense, trust is fundamentally a social process, since these 
psychological mechanisms and expectations are emergent features of a social 
structure that creates and reproduces them through time. This component of 
the exchange relationship is important because it enriches the firm’s opportuni-
ties, access to resources, and flexibility in ways that are difficult to emulate using 
arm’s-length ties (1997: 45).

 Sociological analyses of the network form often highlight, as Uzzi does, the 
functional advantages that networks provide. But what if a different governance 
structure is capable of generating similar benefits? This is the question both 
posed and answered by Timothy Sturgeon’s work on contract manufacturing 
in electronics. Sturgeon hypothesizes that value chain modularity represents a 
form of governance that is not only neither market nor hierarchy but, equally 
important for the purposes of this discussion, also not a network form exhibit-
ing the “open-ended, relational” features that Powell argued “greatly enhance 
the ability to transmit and learn new knowledge and skills” (1990: 304).
 As Sturgeon explains (2002: 480), “trust, reputation and long-term relation-
ships are not the only way to buoy external economies.” For example, the devel-
opment of industrywide standards and the codification of knowledge in the elec-
tronics industry enable lead firms and highly competent suppliers to exchange 
rich information (such as detailed specifications) about transactions without 
need of deeply relational ties. “Turn-key” suppliers provide their clients with “a 
full-range of services without a great deal of assistance from, or dependence on 
lead firms” (2002: 455). In modular networks asset specificity remains relatively 
low because there is “a highly formalized link at the inter-firm boundary, even 
as the flow of information across the link has remained extremely high” (468). 
The linkage between lead firms and these key component suppliers, which often 
work for multiple clients, enables external economies of scale that cannot be 
realized in the trust-based, relational networks described by Granovetter, Uzzi, 
and Powell. Comparatively, modular networks are characterized by lower de-
grees of mutual dependence and a greater reliance on codified instead of tacit 
knowledge. In a sense, Sturgeon is arguing that standards and codification 
mimic “trust”—they produce an outcome that is similar to what may be ob-
served in long-term, relational networks, but via a different mechanism.
 Sturgeon’s concept of value chain modularity implicitly underscores the 
extent to which sociologists posit the relational features of networks as con-
stitutive of, or synonymous with, networks as an organizational form. This 
is not surprising, because it is precisely these attributes of network relations 
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(the degree to which they consist of interpersonal communication, generate 
or express trust, and so on) that point most clearly to the independent effects 
of social structure on economic action, and are therefore most auspicious for 
developing a sociological alternative to transaction cost reasoning. But if the 
project of economic sociology is largely to dispute transaction cost econom-
ics, Sturgeon’s work and the GVC governance theory elaborated by Gereffi, 
Humphrey, and Sturgeon (2005) are in dialogue with it, as is made clear by 
the weight that these authors give to transaction costs as a factor shaping the 
coordination and configuration of value chains in global industries.
 Pursuing the path opened by Sturgeon’s identification of the modular net-
work, Gereffi, Humphrey, and Sturgeon (2005) develop a typology of the various 
forms that inter-firm relationships can take in GVCs, effectively elaborating a 
continuum of governance structures between the poles of hierarchy and market. 
In addition to modular networks, this continuum includes relational networks, 
in which interaction between firms is frequent and interpersonal communica-
tion important, and captive networks, which refer to relationships that are more 
asymmetrical, as lead firms that have invested in developing the skills of their 
suppliers seek to lock them in to the relationship, thus making them “captive.” 
Thus, like institutional economics and economic sociology, the theory of GVC 
governance asks why we sometimes find networks between firms instead of 
markets or hierarchies, but it operates with a more diversified understanding 
of the network forms that may exist at the inter-firm boundary, and thus also 
seeks to explain why one kind of network is found instead of another.
 As was also the case with the earlier dichotomy between producer-driven 
and buyer-driven chains, the utility of the fivefold typology outlined in the 
GVC governance theory is already being questioned by scholars asking how 
well these modes of inter-firm coordination capture the overall dynamics of 
various chains (Gibbon and Ponte 2005; Bair 2005; Palpacuer 2008). Within 
the GCC framework, the BDCC-PDCC distinction aims to describe the com-
posite power structure of a chain but offers no predictions about the way in 
which particular activities or the relationship between specific links are coor-
dinated; the opposite would seem to be true of the GVC governance theory. 
As Sturgeon acknowledges in his chapter here, the GVC governance frame-
work is best suited for analyzing a particular link in the chain—that is, the 
transaction between lead firms and first-tier suppliers7—whereas more work 
is needed to understand to what extent and how the mode of coordination 
prevailing at this link affects inter-firm dynamics farther down the chain.
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 This brings us to the first of several questions regarding chain governance 
that are addressed in this book: Are chains characterized by a single governance 
structure, or are multiple forms of governance possible? If the latter is the case, 
how do we understand and theorize the relationship between them? This issue 
is raised by John Talbot’s analysis of tropical commodity chains (Chapter 5). 
Talbot explains that the commodity chain for coffee forks into two branches 
after the growing, harvesting, and initial processing of the beans—one branch 
results in roasted and ground (R&G) coffee, whereas instant coffee is the final 
product of the other segment. Because these branches are different from each 
other, but both part of the larger commodity chain for coffee, Talbot follows 
Sturgeon (2001) in suggesting that they be referred to as threads. However, 
both industrial R&G and instant coffee differ from fair trade and specialty 
coffees, and Talbot proposes the term strand to denote the distinction be-
tween these “upscale” coffees and their industrial counterparts. Unlike the 
fork after the green coffee stage, which leads to two distinct forms of coffee, 
the production process for specialty or fair trade coffee may not differ greatly 
in terms of activities and inputs from that for industrial coffee. Yet even if 
the processing of these beans is similar, this occurs in the context of distinct 
governance structures and institutional contexts, meriting the recognition of 
specialty and industrial coffee as distinct strands that together constitute the 
coffee commodity chain.
 As Talbot’s findings seem consistent with earlier work on the bipolar gov-
ernance structure of the cocoa chain (Fold 2002), one hypothesis is that mul-
tiple governance forms more commonly characterize agricultural or other 
primary commodity chains, which often feature one “local” segment or set of 
links for the harvesting and initial processing of the product and another seg-
ment devoted to transportation, further processing, and eventual marketing; 
these later links in the chain tend to be located closer to the consumer. Is it 
also possible to identify somewhat analogous forks or splits in manufacturing 
commodity chains, and if so, do these give rise to or reflect different gover-
nance structures?
 A second question regarding governance is, How is governance best un-
derstood—as “drivenness” or as “coordination”? In the GCC framework, gov-
ernance describes the power relations between actors that shape the flow of 
tasks and the distribution of costs and profits along the chain. Within any two 
chains of the same type the specific coordination of activities might be handled 
differently. For example, in the language of Gereffi, Humphrey, and Sturgeon’s 
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GVC governance theory, the retailers and branded marketers that are the lead 
firms in the apparel chain opt to establish more relational networks with their 
suppliers, whereas other inter-firm relationships between buyers and suppliers 
are better described as captive networks. Yet rather than explain this diversity, 
GCC analyses of the apparel chain have emphasized the extent to which the 
overall dynamics of this industry conform to the buyer-driven governance 
structure—that is, the greater relative power that virtually all lead firms have 
vis-à-vis manufacturers to decide how, where, and by whom products are 
made, regardless of the particular mode of coordination governing specific 
relationships.
 In his contribution (Chapter 6), Timothy Sturgeon clarifies the relationship 
between the earlier PDCC-BDCC distinction and the new typology of gover-
nance structures laid out in the GVC theory of governance. Although Gereffi’s 
buyer-driven category gestured toward the importance of external networks in 
the coordination of global production processes, it did not differentiate between 
different network forms, and so failed to capture the diversity of inter-firm re-
lationships that exist. The GCC framework was also unable to model how the 
possibilities for coordination between links in the chain are affected by dynamic 
processes of technological change and learning at the firm and industry level. 
The GVC governance theory was developed, in part, to compensate for these 
limitations of the GCC approach. In formulating their theory of GVC gover-
nance, Gereffi, Humphrey, and Sturgeon drew on many rich empirical analy-
ses of specific global industries. Their intent was to build on the inductive, 
case study method typical of the GCC tradition, while developing a deductive 
approach that would allow for the formulation and testing of hypotheses.
 Sturgeon’s chapter aims to clarify the relationship between this discrete 
theory of GVC governance on the one hand and the broader research agenda 
of GVC analysis on the other. He offers a clear assessment of the GVC gover-
nance framework’s strengths as well as its limitations, and acknowledges that 
governance is conceived in this theory as the coordination between two links 
in a chain—a definition that is analytically narrower and theoretically dis-
tinct from the conceptualization of governance as “drivenness” on offer in the 
GCC framework, which characterizes governance structure in terms of the 
composite power relations characterizing ideal-typical chains (also Gibbon, 
Bair, and Ponte 2008).
 The third and final question about chain governance that is addressed 
in this volume is, How do governance structures change over time? Because 
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global chains are dynamic, chain analysis is necessarily historical. Although 
the GVC and GCC approaches depart from the sweeping, long-range studies 
characteristic of the world-systems tradition, these frameworks also acknowl-
edge the importance of understanding how changing forms of governance 
affect the organization of global industries over time. In fact, Gary Hamilton 
and Gary Gereffi argue (Chapter 7) that not only have buyer-driven commod-
ity chains reconfigured the geography of global manufacturing, this gover-
nance structure has also played an unappreciated role in the much-debated 
East Asian miracle.
 Hamilton and Gereffi explain that in the decades after World War II, U.S. 
retailers became “global market makers”; their overseas sourcing activities 
created a market of international suppliers for goods such as footwear, ap-
parel, and electronics. These buyer-driven commodity chains critically en-
abled the rapid economic growth characterizing the Korean and Taiwanese 
economies from the 1960s through the 1980s, but this causal factor has been 
omitted from the prevailing statist or institutional accounts of East Asian 
development. Hamilton and Gereffi assert that the economic organization 
of Korea and Taiwan reflects a process of iterative matching between global 
buyers and local suppliers, which, over time, gave rise to distinct patterns of 
sectoral specialization and an eventual divergence between these economies. 
By linking the emergence of buyer-driven commodity chains and the rise of 
demand-responsive economies in East Asia, Hamilton and Gereffi not only 
provide a new interpretation of that region’s successful industrialization but 
also more generally underscore the need for economic sociologists to take 
globalization—as a historical process and an ongoing set of organizational 
dynamics—more seriously than has been the case to date.

Workers and Activists in Global Chains
The final section of this volume engages two related debates about the social 
and political implications and possibilities of chain research. First, what can 
we learn from commodity chain analysis about how global industries shape 
outcomes for developing-country firms and workers? Second, in what ways 
can commodity chain analysis inform forms of activism designed to promote 
ethical production, mitigate globalization’s social and environmental costs, 
or both?
 Many contributions to the GCC and GVC literatures have been made by 
scholars working in development studies. This is not surprising, because the 
advent of the commodity chain approach coincided with a period of searching 
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within the development field for new paradigms capable of illuminating the 
relationship between national development and a changing global economy. By 
the 1980s, the apparent failure of import-substitution industrialization regimes 
and the massive Third World debt crisis were widely interpreted as evidence that 
existing development strategies were misguided or unviable. Export-oriented 
industrialization (EOI) strategies were a key feature of the new conventional 
wisdom, famously summarized by John Williamson as the “Washington Con-
sensus.” More or less rapidly, countries across the developing world embraced 
the turn toward EOI, often as part of broader reform packages that included 
trade and financial market liberalization and privatization of state-owned en-
terprises. The international financial institutions emerged from the debt crisis 
with an expanded and changed focus vis-à-vis developing countries (Krueger 
1997), leading to much debate, considerable criticism, and eventually talk of a 
post–Washington Consensus, with an expanded agenda that includes issues 
such as poverty reduction and institution building.
 The orthodox version of EOI maintains that economies should export 
goods in which they have a comparative advantage, and open their domestic 
economies to imports in order to help secure access to markets abroad. But as 
a way of examining how export-led policies become applied in practice, GCC 
research shows that participation in global markets is not restricted to trade 
in final goods. Instead, countries become linked to the global economy in a 
variety of ways via participation in commodity chains. Unlike conventional 
trade theory, which assumes that trade patterns reflect comparative advan-
tage, and further that comparative advantage in turn reflects differences in 
factor endowments across countries, the global commodity chain approach 
examines the relationship between trade and production as a set of activities 
that is organized by particular economic actors. Analyses of GCCs often focus 
on the role of lead firms as particularly important actors in a chain, and po-
tential agents of upgrading and development (Gereffi 1999, 2001a).
 This opens up a way of looking at trade and production networks as oppor-
tunity structures for organizational learning on the part of developing coun-
tries. Not only can local firms access international markets via such chains, 
but the implication is that firms can actively seek to change the way that they 
are linked to global chains in order to increase the benefits they derive from 
participating in them—a process of repositioning that is called upgrading. 
Early discussions of upgrading within the GCC framework focused largely 
on the export roles that countries or regions perform in the global economy. 
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Drawing on comparative research analyzing development trajectories in East 
Asia and Latin America (Gereffi and Wyman 1990), Gereffi argued that firms 
in the former had parlayed basic assembly subcontracting activities into a 
wider repertoire of export roles, giving East Asian exporters a more secure 
and more profitable niche in global markets than the one enjoyed by their 
counterparts in Latin America (Gereffi 1994, 1999). Although initially the up-
grading concept was used to analyze the trajectories of national or regional 
economies, it was increasingly used to describe the position and capabilities of 
(developing-country) firms in particular global value chains.
 Analyses of upgrading have figured prominently in both the GCC and 
GVC variants of the chain literature (Humphrey and Schmitz 2001; Kaplinsky 
2000a), and this accumulated body of research has engendered several critical 
appraisals of upgrading, both as an empirical phenomenon and as an ana-
lytical concept (Bair 2005; Rammohan and Sundaresan 2003). There is vig-
orous debate and substantial disagreement among academic researchers and 
policymakers alike about the extent to which participation in GCCs can pro-
mote positive development outcomes. In part, this lack of consensus reflects a 
fundamental unit of analysis problem plaguing research on global chains: At 
what level do commodity chains have an impact on development processes? 
At the level of the firm or the cluster, for example, or at the level of the local, 
regional, or national economy? And if participation in such chains can facili-
tate development, who benefits from these outcomes? In what ways, if any, do 
workers gain from upgrading processes that benefit owners and managers?
 In their contribution to this debate, Kate Raworth and Thalia Kidder 
(Chapter 8) underscore the connection between the how and who questions, 
arguing that particular strategies to increase the competitiveness of suppli-
ers in global chains may look like upgrading from the vantage point of the 
firm but in fact constitute a form of downgrading for the workers involved. 
Raworth and Kidder draw on research conducted by Oxfam and partners to 
analyze the value chains for apparel and fresh produce and find strong evi-
dence that the adoption of a “lean production” philosophy by lead firms in 
both chains has strong (and strongly negative) effects on workers in develop-
ing and developed countries alike. As implemented in these value chains, lean 
production is transformed from a “high road” to competitiveness to a set of 
practices that entail squeezing employees at the bottom of the chain in order 
to lower costs and increase flexibility.
 Raworth and Kidder’s analysis also speaks to the difference between de-
fining governance as coordination (as in the GVC governance theory) and 
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under standing governance as drivenness (as in the GCC framework). Whereas 
Gereffi, Humphrey, and Sturgeon (2005) describe the governance structures 
of the apparel and fresh produce chains as a mix of relational and modular 
networks (chains that they contend are characterized by relatively low power 
asymmetries between actors), Raworth and Kidder show that these networks 
are compatible with significantly asymmetrical relations between buyers and 
suppliers. They find that the apparel and fresh produce chains alike are highly 
driven by retailers or importers, who put intense and growing pressure on 
their suppliers to reduce costs, increase services, or both. When managers lack 
the will, resources, or knowledge necessary to find other routes to increased 
competitiveness, these demands are offloaded onto employees, and take the 
form of deteriorating working conditions and more precarious employment.
 Shifting from a focus on workers to a focus on activists and consumers, the 
final chapters in this volume ask how commodity chain analysis can enrich 
our understanding of the social and political implications (and possibilities) 
of globalization. In volume 1 of Capital, Marx introduces the notion of com-
modity fetishism to describe the way in which the commodity circuit trans-
mogrifies relations between social actors such that they assume the “fantastic 
form of a relation between things.” Critical scholars have enlisted the com-
modity chain as a way to interrogate this “fetishism which attaches itself to 
the products of labour, so soon as they are produced as commodities” ([1867] 
1992: 77). The most influential formulation along these lines was that of David 
Harvey, who reported asking students where their last meal came from as a 
way of conveying the meaning of commodity fetishism. His description of the 
exercise resonates with the concept of the commodity chain as elaborated by 
Hopkins and Wallerstein:

Tracing back all the items used in the production of that meal reveals a relation 
of dependence upon a whole world of social labor conducted in many different 
places under very different social relations and conditions of production. That 
dependency expands even further when we consider the materials and goods 
used in the production of the goods we directly consume. Yet we can in practice 
consume our meal without the slightest knowledge of the intricate geography 
of production and the myriad social relationships embedded in the system that 
puts it upon our table (Harvey 1990: 422).

 Harvey goes on to explain how the diner can consciously engage the concept 
of the commodity chain to learn about the conditions under which his or her 
food was produced. True, the “grapes that sit on the supermarket shelf are mute; 
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we cannot see the fingerprints of exploitation upon them or tell immediately 
what part of the world they are from,” but further inquiry makes it possible 
to “lift the veil on this geographical and social ignorance and make ourselves 
aware of these issues. . . . [I]n so doing we have to . . . go behind and beyond 
what the market itself reveals in order to understand how society is working” 
(423). What Harvey points to here is the use of the commodity chain as a tool 
of critical inquiry—a way to “penetrate the veil of fetishisms with which we are 
necessarily surrounded by virtue of the system of commodity production and 
exchange,” laying bare the social (and geographical) relations characterizing 
this system. Because the spaces of production and the spaces of consumption 
are distinct, analysis of the relationship between them is necessary if we are to 
avoid the danger of not looking beyond the latter, the fetishism constituted by 
taking “the realm of individual experience . . . as all there is” (423).
 If we accept commodity chain analysis as a mode of critical inquiry, it 
is perhaps not a great leap to imagine how it might also constitute a form of 
politics—not only a method for unveiling the prevailing social relations of 
production but also a means for resisting the exploitation and alienation that 
these entail. Indeed, several commentators have noted the “political ‘edge’ 
[the commodity chain] appears to offer in the critical analysis of contempo-
rary production systems” (Jackson, Ward, and Russell 2006: 132). Leslie and 
Reimer observe, for example, that “commodity chain analyses provide a space 
for political action by reconnecting producers and consumers” (1999: 402; also 
McRobbie 1997).
 In fact, many activist organizations have made use of the commodity 
chain approach in precisely this way, using it to map connections between 
First World consumers and workers in Mexico or China or southern Cali-
fornia who sew the t-shirts and grow the produce they will purchase. A de-
sire to ensure that production processes are carried out in a particular way 
(for example, avoiding child labor, insuring worker safety), concerns about 
the health or environmental consequences of these activities (such as promot-
ing organic farming methods, preserving local biodiversity), or an interest in 
establishing a particular distributional outcome (for example, that growers 
of “fair trade” coffee secure a minimum price for their beans) orient various 
commodity chain analyses conducted by NGOs and other consumer groups.
 As a form of politics, these strategies are rife with contradictions. Chief 
among these is that ethical consumption is a form of politics that uses the 
dynamic of market competition in the realm of capitalist circulation to resist 
the social and ecological degradation that occurs in the realm of capitalist 
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production. The logic for initiatives that are “in the market while not quite of 
it” (Taylor 2005) is that consumers will vote with their dollars to support pro-
ducers who bring goods to market while ensuring that certain standards (such 
as sweat-free, bird-friendly) are met. In spite of the practical difficulties that 
these initiatives encounter (Who pays for developing-country firms to be certi-
fied and monitored? How can sufficient market demand for ethical products be 
created?), labeling and other forms of alternative trade help to produce better-
informed consumers and, more controversially, positively affect the workers 
and communities that are the intended beneficiaries.
 But to work, alternative trade initiatives depend on the continued exis-
tence of conventional markets. Fair trade coffee, to take one example, is only 
meaningful when it is contrasted with the industrial coffee that accounts for 
99 percent of the global market. Because these initiatives are necessarily lim-
ited in scope and impact, there is a danger of fetishizing the de-fetishizing 
move they ostensibly represent. This is the risk that Julie Guthman invites us 
to consider when she attempts to “unveil the unveiling” of commodity chain 
analysis as it applies to voluntary, ethical food labels (Chapter 9). Guthman 
explains how certification and labeling schemes, though often in pursuit of 
politically progressive or socially desirable ends, constitute barriers to entry 
for producers. Labels that are intended to serve a redistributive function (for 
example, fair trade) are only effective when they generate rents for producers; 
Guthman’s point is that as a form of “created scarcity,” such rents cannot be 
universally, or perhaps even widely, available. Thus these schemes are neces-
sarily exclusionary—an insight of critical importance for understanding and 
evaluating protective labels as a form of politics.
 As a mode of critical or strategic analysis, the commodity chain construct 
is most frequently used in the way endorsed by Harvey and problematized 
by Guthman—that is, to reveal links between producers and consumers that 
would otherwise be concealed by the commodity form. The goal is often to 
create an implicit alliance between workers (typically though not exclusively 
in the global South) and consumers (usually in the global North) vis-à-vis 
employers, in pursuit of shared goals and objectives, such as better working 
conditions. But if commodity chain analysis can be applied strategically by 
activists in designing consumer campaigns, it can also help make sense of 
why some efforts along these lines prove more efficacious than others.
 This is the task that William Munro and Rachel Schurman take up in the 
final chapter of this volume (Chapter 10), which examines why the move-
ment against genetically modified organisms (GMOs) was more successful in 
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 Europe than in North America. They show that differences in the structure 
of the food commodity chain are important in explaining these divergent 
outcomes. The pro-GMO faction in the United States, consisting of an alli-
ance between the agro-technology companies and the farmers who use their 
products, presented a united front that was difficult for anti-GMO activists 
to penetrate, whereas the configuration of the chain in the United Kingdom, 
and the organization of the retail link specifically, created a more propitious 
environment for strengthening consumer opposition to the importation of 
what was largely regarded as a “foreign” technology. Munro and Schurman’s 
discussion points to the utility of chain analysis for understanding processes 
of interest formation and identity construction among various constituencies 
and stakeholders in the chain. Consumer struggles for social or ecological 
objectives are not just shaped by the production networks they target; they are 
also simultaneously and necessarily struggles to shape the organization and 
the operation of global chains.

•  •  •

 In this introduction, I charted the development of the commodity chain 
concept over the past several decades and reviewed several key debates within 
this literature. In the chapters that follow, the authors advance the frontiers 
of the field I have reviewed here in multiple ways. Some examine method-
ological and theoretical issues regarding the conceptualization and study of 
global commodity chains, while others explore the extension of this approach 
to novel forms of analysis and even activism, including chain-inspired poli-
tics. In doing so, these authors draw on the world-systems, GCC, and GVC 
traditions to a greater or lesser extent, and in ways that reflect the different 
disciplinary formations, theoretical commitments, and substantive interests 
they bring to the study of global chains. It is my hope that this collection pro-
vides ample material to help researchers understand what is at stake in these 
various approaches in terms of the kind of questions they open up, as well as 
the kind that they might foreclose.
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a BrieF historiCaL anaLysis oF the Creation and deVeLoPment 
of coffee commodity chains will allow us to appreciate the multi-

ple forces and factors that have been involved over time in a crop going global. 
Embracing many of the characteristics of the tropical commodity chain that 
John Talbot so expertly outlines elsewhere in this volume (Chapter 5), the cof-
fee commodity chain discussed here covers a five-hundred-year sweep of his-
tory.1 Coffee differs from many other tropical commodities: it is a food whose 
variations in taste are valued; it is less perishable than many tropical fruits; it 
is a psychoactive drug because of caffeine; and it has enjoyed a long partner-
ship with humans. These characteristics have often made it an integral com-
ponent of ethnic, religious, or national identities.
 But there is no unanimity about what coffee is. Estate owners, cooperative 
coffee growers, specialty coffee house owners, not to mention botanists would 
all give different answers. This chapter will chart the formation of the coffee 
commodity chain over time, recognizing that even today it is a complicated 
arena. Although the word chain implies something deterministic, rigid, uni-
directional, and functionalist, in fact the flows from producers to consumers 
have been flexible, dynamic, and varied. Even a small country such as Costa 
Rica can have multiple coffee commodity “segments” (Samper K. 2003: 135) 
or, as John Talbot refers to them in this volume, “strands.” I have adopted 
“commodity chain” because of current conventions, but could as easily use 
“circuits,” “networks,” or “flows.” And commodities themselves are volatile. 
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They can have “social lives” with numerous phases and competing meanings 
and values over time, and even at the same time (Appadurai 1986; Polanyi 
1957). Use and exchange value are plastic and interchangeable.
 Commodity chain analysts should also guard against tunnel vision. Par-
ticipants in the coffee commodity chain are also involved in broader pro-
duction systems, social networks, commercial circuits, and markets.  Coffee 
farmers have often harvested other crops and sometimes raise livestock; 
many of them allocate their time among several economic activities, includ-
ing off-farm labor, so coffee plays different roles in their livelihood strategies. 
Growers, processors, and traders in coffee actively negotiate their respective 
interests amongst each other and with other socioeconomic and sociopoliti-
cal actors, whether locally or on a broader scale. Thus when we think about 
coffee, we have to think about what Mario Samper K. (2003: 122) calls “the 
coffee complex.” The commodity chain should also take into account what 
Albert Hirschman (1981) calls “linkages,” multiplier effects for the rest of the 
economy and for state building.
 The shape of today’s world coffee economy was neither predestined nor 
predictable over six hundred years ago when coffee arrived in Yemen from 
Ethiopia and began its commercial life. The early coffee farmers and drinkers 
could not foresee that the seed of the coffea Arabica trees would become one 
of the most valuable internationally traded commodities in history, drawing 
in growers and consumers on every continent in the world. The use of com-
modity chain analysis allows us to unveil the connections between people 
who are distant and unfamiliar to each other and permits us to palpably un-
derstand the links between people who not only occupy different continents 
with markedly diverse lifestyles and cultures but sometimes work under con-
trasting modes of production.
 To study the coffee commodity chain is to understand and historicize the 
intimate, though sometimes contested and contradictory, connections be-
tween production, intermediation, processing, marketing, and consumption 
in what has been one of the world’s two or three largest international markets 
for over two centuries. It allows us to integrate insights from economic and 
business history as well as from political economy, anthropology, sociology, 
geography, and literary studies and to understand how these facets of coffee 
interacted over time and space.
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Why study Coffee?

Why focus on coffee? As an internationally traded commodity, it is one of 
the few goods that dates back to the days of the fifteenth-century spice trade. 
It has connected Africa, the Middle East, Asia, Europe, and the Americas. 
Because hundreds of millions, if not billions, of people have been intimately 
involved in the growing, trading, transporting, processing, marketing, and 
consuming of coffee, we are dealing with more than just a case that is illus-
trative of broader trends. Rather, coffee itself has been central to the expan-
sion of the world economy. In addition to being long-lived and well traveled, 
coffee is one of the most valuable goods in world commerce and the most 
popular legal drug. And it is a food with nutritional value (derived from ad-
ditives such as sugar and milk). It occupies a central place in the worlds of 
work and of sociability. It has fed national treasuries and corporate coffers, 
helping to develop some economies and, arguably, to underdevelop others. 
Coffee sales and consumption have helped sustain states by providing revenue 
and energizing armies, whereas coffee cultivation has sparked revolts against 
other states. Coffee has fueled world trade and manufacturing and inspired 
protective reactions to the dominance of the international market, such as the 
International Coffee Organization and today’s concerns with fair trade and 
ecologically friendly and ethical commodities.
 The nature of the international coffee chain has changed dramatically over 
the centuries as it has grown in length and complexity. Geographical location, 
modes of production, the cultivar being grown, transport and processing tech-
nologies, markets, marketing, and end use have varied greatly. Governance of 
the chain moved away from the grower (or wild harvester) to the exporter in 
the sixteenth century; then in the nineteenth century to the grower and the 
importer; and in the twentieth century to the roaster, governments, and inter-
national institutions; and finally today to a few multinational firms that are 
being contested by NGOs. The evolution not only reflects changes in botani-
cal knowledge, technology, notions of property rights, economic institutions, 
and transformations in the consuming societies but also mirrors changes in the 
nature of demand. What was considered “coffee”; how, why, and where it was 
consumed; and the extent to which it was commoditized are historical issues 
that reflect not only personal preferences but also social preferences that are 
embedded in shifting concepts of time, sociability, fashion, status, gender, work, 
and leisure. State power and the later developing civil society and public space 
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loom large in shaping consumption because the value of coffee is as a social 
product as well as a plant (Roseberry, Gudmundson, and Samper K. 1995).

the Creation of a Commodity

To study a commodity chain, one presumably should have a commodity to 
study. This chapter, however, starts with coffee before it became a commodity. 
Central to understanding the historical coffee commodity chain is appreciat-
ing that coffee was a plant that appeared without human help and became a 
“thing” (Appadurai 1986), with many uses besides commerce.
 The coffee that became internationally popular, Arabica, originated in 
what is today Ethiopia, where it grew wild natively. Over one hundred spe-
cies of genus Coffea have been identified, yet only two of them became widely 
popular (the Arabica and the canephor or Robusta) (Davis, Goeverts,  Bridson, 
and Stoffelen 2006). The popularity of Arabica and its global diffusion were 
human decisions, which, as the name implies, began not in Ethiopia but across 
the Red Sea in Yemen.
 In Ethiopia humans consumed coffee more as a food or as a stimulant than 
as a drink. Oromo and Haya tribesmen did not agree that its fruit was more 
consumable than its leaves or stems, but they did relish chewing fried coffee 
in religious and hospitality rituals. Coffee was a holy sacrament used by indig-
enous peoples to honor God, Waqa, in communal ceremonies and sometimes 
used as a fetish to divine the future (Bartels 1983; Weiss 2003). Markets were 
little in evidence. The Oromo accepted Waqa’s gift from naturally appearing 
trees; they were forbidden to plant stands of Arabica trees. In this sense, in 
the beginning coffee was not only not a commodity, it was not even a “crop.” 
Ethiopians remained very minor coffee producers and exporters until the 
twentieth century.
 The coffee drink gained popularity before 1500 in Yemen, where coffee 
was planted in the mountains and became a trade good (Tuchscherer 2003). 
Although it was also chewed, fried, and infused as a tea using coffea cherry 
husks, the Sufi of Yemen made a drink out of the roasted cherry pit or “bean,” 
which was much less perishable than other parts of the plant. This taste choice 
would prepare coffee for its precocious long-distance trade.
 At first, however, it was a local affair. The Sufi faithful in Yemen met at 
night in prayer vigils using the drink as a communal religious ritual. Caffeine 
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was a vital aspect of the attraction. As in Ethiopia, it was a religious aid. Pil-
grims visiting Mecca for the Hajj and Ottoman officials and soldiers asserting 
the power of Constantinople diffused the coffee practice to lands from Indo-
nesia to West Africa, from Somalia to the Balkans.
 Coffee became closely associated with Islam, in which it substituted for the 
social role of alcohol, forbidden by Mohammed. Indeed, the Arabic word for 
the drink, qahwah, was an epithet for wine, and coffee was often referred to 
as a “liquor.” The new drink became acceptable only after theological battles 
with Muslim Ulamas, who sometimes ruled the new beverage forbidden by 
the Quran, and after secular fights with Ottoman officials, who sometimes 
enforced the edicts (Hattox 1985). Eventually the secular pleasure of coffee 
sociability and the profits this demand promised overcame religious objec-
tions. Coffee houses replaced taverns. Schivelbusch (1992) has even argued 
that the opening of cafés was a marketing device to create new customers, 
though studies of Syria show that coffee roasting guilds and roasting shops 
preceded cafés (Rafeq 2001). Coffee houses and peddlers hawking hot coffee 
proliferated, creating demand by offering a new space for (male) hospitality 
and lighting the night with what could be called the first night clubs. Coffee 
was a socially revolutionary beverage that created ever-more links to its chain. 
Still, coffee provided a limited market in the Ottoman Empire because it was 
mainly a luxury beverage for the urban affluent.
 Initially coffee was neither a producer-driven or buyer-driven chain. Both 
the growing and the brewing ends were fragmented. It became an interna-
tional trader-driven chain as mercantile-minded Arabs and Indians with 
much experience in long-distance, market-oriented commerce of the spice 
trade incorporated it into the circuits of the Red Sea, Mediterranean, Indian 
Ocean, and Middle Eastern shipping and caravan commerce. Merchants prof-
ited from Ottoman imperial dominance that left trade routes safe and homog-
enized means of payment. For over two centuries, Eastern trade diasporas, not 
Europeans, dominated caffeinated cross-cultural commerce (Curtin 1984).
 Coffee became a commercial commodity, but trade was slow to convert 
growers into full-time, market-oriented profit seekers. They had harnessed 
nature by bringing the Arabica to the irrigated terraces they built high in the 
mountains, where they grew it in small plots that included subsistence crops. 
Surplus production was slowly brought down the mountains to market towns, 
where Arab and Indian merchants purchased small batches and dispatched 
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them overseas, overland, or a combination of the two. Many small-scale 
merchants and transporters moved each batch to market in cargos lumped 
together with other goods. Cairo was a major center from which large-scale 
merchants distributed it to West Africa, the Hejaz, the Levant, and Constan-
tinople’s Egyptian Market (Faroqhi 1994).
 Outside of the major markets, information about production levels, 
amounts on sale in markets, prices, and consumer demand was scarce and 
partial. The coffee was homogenized as “Mocha,” the name of the major ex-
port port, not the name of the growing areas. Indeed it seems that few mer-
chants ever climbed up into the growing areas. As a result, although coffee 
played an important social and fiscal role in the sixteenth and seventeenth 
centuries, production was so low that gardens in Yemen and apparently 
some in Ethiopia satisfied world demand. This was an economy centered in 
the Middle East and the Indian Ocean. The trade involved only green coffee 
beans, which had been processed to that point in Yemen’s mountains. In the 
country of final destination it was treated as the same species and cultivar, a 
rather undifferentiated commodity, though in Yemen price varied according 
to where the coffee was grown. The coffee brewer in the household or in the 
coffee house undertook the artisanal tasks of roasting, pulverizing, brewing, 
and flavoring the coffee. Consumers differentiated coffees by the café in which 
they drank them, the itinerant peddler who served them a cup, or the retailer 
who sold them beans. The Yemeni grower and even the merchant who sent 
the Arabica on its many-step voyage were obscured from the coffee drinker. 
Because growers, traders, transporters of coffee, roasters, and brewers also 
engaged with numerous other goods and pursuits, they would have had diffi-
culty identifying themselves as agents in a specific “commodity chain.” It was 
certainly more a mental construct than a palpable institution.
 Clearly, the coffee trade was not a European invention. Only after more 
than a century of the Arab-centered international market did British, Dutch, 
and French monopoly companies become involved as an extension of their 
spice trade (Cowan 2005). Although Europe was still a small luxury market, 
its demands outstripped Yemen’s production possibilities.
 A growing taste for coffee in Europe and the desire for a profitable com-
modity and self-financing colonies led Dutch, French, and British merchant 
companies to move from commerce and transport to production. They be-
gan overseeing coffee planting in their newly conquered colonies. Whereas 90 
percent of Amsterdam’s imports in 1721 were from Mocha, by 1726 90 percent 



 historicizing Commodity Chains 43

were from Java (the Dutch colony today part of Indonesia), where peasants 
were coerced into cultivating and selling coffee to the Dutch East India Trade 
Company. The small French colony of Reunion in the Indian Ocean became 
a major producer by importing Arabica seedlings from Yemen and for the 
first time introducing large-scale African slavery into production (Campbell 
2003). Consignment merchants helped create demand for this international 
trader-driven chain. The central role of the mercantilist state meant that there 
were several separate imperial chains that sought to keep production and 
consumption within each empire. Belatedly, the Dutch were able to overtake 
 Mocha and Mediterranean ports such as Alexandria, Constantinople, and 
Marseilles to transform Amsterdam into the world’s leading coffee entrepôt 
for over a century.
 By 1750 Amsterdam’s imports of American production almost matched its 
purchases of Javanese coffee. Initially the American good was mostly colonial 
production from Dutch Guyana. But soon the price of French production from 
St. Domingue (today Haiti) made that island more attractive and turned it into 
the world’s wealthiest colony. At first a poor man’s crop, coffee came to rival 
sugar as Haiti’s and the Caribbean’s leading export. Dutch willingness to trade 
in the coffees of other empires, and German and Scandinavian desire for coffee 
in the absence of coffee colonies, undercut the hold that monopoly companies 
had over the world coffee market. The strands of the coffee commodity chain 
became more homogeneous and fungible. This was clearly commodity produc-
tion, though not capitalist production, because it used Indian Ocean coerced 
peasants and African slave labor.
 By the 1770s over 80 percent of the world’s production originated in the 
Americas, as Mocha, Java, and Reunion could not keep up with expanding 
Latin American production. In 1800 coffee was the most widely spread tropi-
cal commodity in the world. But it was, and still is, centered in the Ameri-
cas. Asia and Africa raised their combined coffee exports to about one-third 
of international trade by 1830 and remained at that level in 1860. Nature in 
the form of a coffee disease drove them back to 5 percent of world trade by 
1913, however (Clarence-Smith 2003). Although in the past twenty years Asian 
production returned to prominence, Latin America still produces most of the 
world’s coffee.
 The market for this urban luxury good remained small at the beginning of 
the nineteenth century. Only green Arabica coffee beans were sold. Now their 
provenance—Mocha, Java, Reunion, Guyana, Jamaica, or Haiti—was taken 
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into account in the reckoning of price, with the spreads between cultivators as 
large as 100 percent (Posthumus 1946, vol. 1: 75–79). But origin identifications 
were often not officially enforced, so fraud and adulteration were common. 
Green coffee was sold at auction in Europe by consignment merchants who 
dealt in mixed cargos. Merchants and shippers—who were often the same 
people—governed the chain.
 Merchants and planters were the main entrepreneurs in expanding the 
coffee trade because European states did not play a major role in the develop-
ment of coffee production after the middle of the nineteenth century. Dutch 
Java’s production fell sharply because of the attack of leaf rust after the 1880s, 
returning to a position of prominence only in the late twentieth century after 
independence (Fernando 2003: 162–163). In the Americas, the Dutch preferred 
to serve as traders and shippers; they never developed or expanded their small 
colonies. The British preferred the mercantilist possibilities in exploiting the 
Chinese and then the Indian tea trade. The Spanish and Portuguese preferred 
cacao, so Iberian Americans had to wait until well after independence to be-
come significant coffee producers. When states asserted their control over 
the world coffee market in the twentieth century, it was independent states of 
growers or consumers, not colonial regimes.

Brazil Changes the World Coffee economy

Coffee was treated differently from sugar and rubber in the nineteenth-cen-
tury Age of Empire because its low technological demands meant that an in-
dependent former colony, Brazil, could begin producing on an unprecedented 
scale. Cheap, fertile virgin land and abundant and relatively inexpensive 
slave labor due to the proximity of Africa allowed Brazil to cause world coffee 
prices to plummet after 1820 and remain low until the last quarter of the cen-
tury, creating supply-induced demand. Brazil’s success was not just because 
of European colonial know-how or because of natural resource endowment 
(Nugent and Robinson 2000). Brazil emerged as the world’s major coffee ex-
porter partly because of its independence in 1822. More important to Brazil’s 
rise to caffeinated dominance were exogenous changes in the world market: 
the collapse of Haitian production after the revolution, welling European and 
later U.S. urban markets, and capital and transportation revolutions brought 
by industrialization. Brazil’s bountiful exports financed a “hollow state” that 
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guaranteed property (especially in slaves until 1888), kept the roads relatively 
free of bandits, and maintained social peace while limiting civil and interna-
tional wars (Topik 2002; Saddi 2002).
 Not only did Brazilian production largely satisfy growing world demand, 
Brazilians stimulated and transformed the place of coffee on overseas tables. 
The dependency view of agricultural producers as servants or as providers 
of brute labor-power, willingly serving up their produce to thirsty European 
buyers who were the masters of the trade, misrepresents the nature of the rela-
tionship. Brazilians, either native born or African or Portuguese immigrants, 
developed new production techniques, discovered productive cultivars, con-
structed an elaborate domestic transportation network in a geographically 
unpromising setting, and developed market standards and financial instru-
ments as well. They were able to outproduce all the European colonial growers 
in this age of empire.
 To give the dependentistas their due, Brazilians were also successful in the 
nineteenth century because of British neocolonialism in the form of inexpen-
sive and reliable shipping and insurance, loans, infrastructure investments, 
and protection of sea routes (Platt 1977; Graham 1968; Miller 1993; Cain and 
Hopkins 1993: 298–306). So although the tea-drinking British did not export or 
import much coffee from their own colonies, they exported and reexported a 
lot of coffee from Brazil. Most of it went to the two other fastest-industrializing 
countries in the world, the United States and Germany.
 Even with Brazil, Ceylon, and Java greatly expanding world coffee produc-
tion in the first half of the nineteenth century, the essential nature of the com-
modity chain remained the same. All the coffee exported was still green Arabica 
sent overseas by consignment merchants who represented factors who, in turn, 
provided planters (though not peasants) with the working capital to bring crops 
to port. Larger plantations set the standards for cultivation, though smaller-
scale slave-worked holdings in Brazil and coerced-peasant production in Java 
competed. Sail ships carried coffee packed in leather pouches or cotton and 
jute bags to major markets, where it was often sold at auction to wholesalers. 
Roasting, grinding, and brewing were still done in the home or in the coffee 
house. The commodity chain was a hybrid: partially producer-driven because 
many of the improvements in expanding cultivation were financed by rein-
vested profits of planters, partially international-trader-driven in the context of 
what Gallagher and Robinson (1953) called free trade imperialism (Stein 1985).
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 The creation of the liberal export economy in the Americas, which con-
trasted with and complemented the expanding European colonialism in Africa, 
Asia, and Oceania, transformed the nature of the demand for coffee. Coffee 
went from being a noble and then bourgeois beverage before 1800 to become 
a mass drink in the last part of the nineteenth century. The slaves of Brazil 
slaked the thirst of the factory workers of the industrial countries, particu-
larly the United States, the German realms, and the Netherlands.
 Brazil, which produced over half the world’s coffee by 1850, was responsible 
for about 80 percent of the unprecedented expansion of world coffee produc-
tion in the nineteenth century.2 By 1906 Brazilians produced almost five times 
as much as the rest of the world combined. And this was no marginal market. 
At the dawn of the twentieth century the value of internationally traded coffee 
trailed only grains and sugar.
 How did this happen? As I suggested, Brazil’s remarkable expansion of the 
world coffee economy and the increase in the chain’s length and complexity re-
sulted from a unique confluence of Brazil’s internal natural endowment; such 
externalities as the availability of foreign laborers in Africa until the  Atlantic 
slave trade was abolished in 1850 and in Southern Europe after Brazilian slav-
ery was outlawed in 1888; economies brought by revolutionary advances in 
transportation and communication technology; and vast transformation in the 
coffee business in the United States and Western Europe.
 The explosion of coffee in the nineteenth century was not brought about 
by new production methods (Wickizer 1961). Until the last quarter of the cen-
tury, cultivating, harvesting, and processing continued to be done manually by 
the same sort of slave labor Brazilian planters had previously used for sugar 
and French coffee planters had used on the African island of Reunion, and on a 
greater scale, in Haiti. Indeed it was known at the time as the “West Indian” cul-
tivation system. But the vastness of some Brazilian plantations and industrial-
scale picking, which lowered both the cost and the quality of coffee, were new.
 Still, slave labor has been given too much credit for the coffee export boom. 
The abolition of Brazilian slavery in 1888 did not diminish Brazil’s place in the 
market. In fact, coffee exports expanded at a more rapid rate in the first de-
cade of free immigrant labor than they had before. Spanish American fincas 
rapidly expanded exports after the 1870s using domestic labor, though often 
peasants were coerced into work through debt peonage.
 Technological improvement was more evident in transportation than in 
cultivation. The train reduced cargo tariffs, but not dramatically. By the turn 
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of the twentieth century, rail transport still contributed from 15 to 22 percent 
of production costs. But the quality of coffee was better and, more important, 
cheaper; more fertile lands were now accessible in the interior, and ever-larger 
amounts could be brought to market faster, reducing interest charges on work-
ing capital. In other words, the railroad allowed Brazilians to take advantage 
of their country’s vastness and continue their boom. They thereby escaped the 
geographic trap that had prevented much smaller Yemen, Java, Martinique, 
Dutch Guyana, and Haiti from qualitatively transforming the world market 
and from taking advantage of economies of scale.
 Railroads were useful but not necessary for a coffee export economy—no 
other coffee producer had much track until the twentieth century (though 
Costa Rica’s relatively short line was important). But the great amount of low-
priced Brazilian coffee making its way to international ports on iron tracks 
expanded and reconfigured the world market because Brazil produced more 
than the rest of the world combined in the second half of the nineteenth cen-
tury. Rail-deprived producers such as Colombia, Chiapas, Mexico, and Gua-
temala then took advantage of niches in the larger market that Brazilian rail-
transported mass production had started, as American roasters blended the 
more expensive Spanish American milds with lower-cost Brazilian beans.
 Coffee commodity chains grew also as a side-effect of transformations of 
the broader world economy. A clear case of an externality that revolutionized 
the relationship of Brazil’s coffee (and later that of competitors) to the Atlantic 
world was the shipping revolution, which shrank the world (Greenhill 1977; 
Bairoch 1974: 606; North 1958: 537–555). At first European sail ships, which had 
a three-centuries-long tradition of carrying Brazilian dyewood, sugar, and 
gold overseas, added the Arabica to other cargos on board. Then increasingly 
after the 1860s steamships increased their carrying capacity and speed. Regu-
larly scheduled freighters docked at ever-larger and more efficient ports ever-
better served by warehouse capacity. Eventually some ships were dedicated to 
carrying only coffee.
 The mode of transportation had considerable weight in the construction 
of the coffee commodity chain. It is not simply an incidental event between 
production and consumption. In the era before today’s enormous container 
ships, the mode of transport helped select which areas could join the world 
economy and in what capacity (Levinson 2006).
 In the nineteenth century railroads and ships allowed the apparently para-
doxical situation of growers receiving a greater share of the final foreign selling 
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price while consumers abroad enjoyed lower retail prices. The new, cheaper 
methods of conveying freight and European industrialization permitted the 
supply of coffee to grow quickly enough to satisfy and even stimulate con-
tinually growing demand abroad without a jump in nominal price. Because 
manufactured imports from Europe and then from the United States became 
cheaper, Brazil and other coffee producers could enjoy steadily improving 
terms of trade; that is, the real price of coffee—what it could buy in imported 
goods and services—increased more rapidly than did its nominal price, which 
was fairly steady until the late 1880s (Bacha 1992: Leff 1982; Harley 1996).
 The nature of the era permitted Brazil to gain from international techno-
logical, financial, and institutional externalities. This again underlines the im-
portance of the historical epoch for appreciating the commodity chain and the 
relative winners and losers. The gains during the 1875–1929 period reverted to 
agricultural producers as well as to industrial ones; indeed, the terms of trade 
improved for tropical agricultural goods as luxuries became necessities (Lewis 
1978). Because of their free-trade, liberal attitude, Brazilian statesmen did not 
use their market power to win monopoly rents as mercantilist trading compa-
nies had; therefore, nominal coffee prices remained relatively low. The fact that 
Spanish American producers such as Costa Rica, Venezuela, and Colombia 
began producing coffee instead of indigo, tobacco, sugar, and cacao demon-
strates that world coffee prices were sufficiently high to make them attractive 
for growers, even while low enough to seduce ever-more overseas consumers. 
The secret was not only the low price of vast, fertile, and well-watered land but 
also the self-provisioning of slave and then free coffee workers. They were paid 
mostly in usufruct rights rather than money, so that workers could reproduce 
and even multiply despite very low monetary wages. Clearly, the coffee com-
modity chain linked different modes of production. Over time, trade, foreign 
investments, and the political organization of the agrarian working class in-
creased homogeneity between the trading partners, though the gulf between 
the income of agrarian workers in the coffee lands and that of urban consum-
ers remained and remains very large, and in some cases probably grew.
 Strikingly, Brazil’s coffee boom was slow to lower transaction costs. Bra-
zilian coffee planters ( fazendeiros), as well as slavocrat growers in Haiti, Ja-
maica, and Puerto Rico, were clearly market-oriented. But even fazendeiros 
were buffered from the market in the interior by poor roads and communica-
tions until the twentieth century. They had to negotiate a complicated chain in 
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which small growers sold to larger growers or mill owners, who sold through 
factors (commissarios), who often sold to sackers, who blended the coffee and 
then sold to exporters, who initially were consignment merchants (Laerne 
1885; Sweigart 1987; Greenhill 1993).
 Despite the fact that inexpensive and plentiful Brazilian production 
quenched the thirst of ever-more North American and European consumers, 
its remarkable increase in cultivation did not create a monopoly. Yes, in 1906 
Brazil produced some 80 percent of the world’s coffee. But the institutional-
ization of the market with scheduled large steamers, railroads, warehouses, 
standards, futures market, and, as we shall see, new convenience coffee prod-
ucts opened North American and European ports to other Latin American 
producers. Rather than a zero-sum game, this was a mutual gain for all cof-
fee producers. In most years until 1929, all Latin American growers increased 
output. Latin America turned much of the Western world into coffee drinkers. 
In other words, Brazil was not just a passive bystander in the world market; it 
was a market maker and would become a price maker beginning in 1906 with 
government price intervention (Abreu and Bevilaqua 2000).

the transformation of Consumption

Coffee’s heroic nineteenth century occurred not only because of Brazilian and 
gradually other Latin American production, but also because of burgeoning 
United States and Western European consumption. The transportation rev-
olution and lowered international transaction costs reduced the cost of the 
lengthiest section of the commodity chain and accelerated the commercial 
relationship between Brazil and the United States, which was strengthened by 
ever-closer diplomatic ties (Topik 1996).
 Another stroke of luck for coffee shippers was the construction of the 
world’s most efficient internal transportation systems, in the United States 
and Western Europe (Cronon 1991). Rail, canals, and rivers integrated the 
swelling westward-bound American population into international trade, giv-
ing birth to an elaborate processing and marketing network. Coffee became 
truly a mass product for the first time in the United States, followed by wider 
consumption in Western Europe.
 U.S. government policy also helped. The United States was the only major 
market to import coffee tax free, as duties declined from a high of 10 cents a 
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pound in 1812 to free for all but a decade after 1832. This probably was a conse-
quence of colonial resentment of import taxes such as the tea tax. Coffee taxes 
in Western Europe were all substantially higher because of the Europeans’ 
mercantilist traditions. Consequently, per capita consumption of coffee in the 
United States grew from one-eighteenth of a pound in 1783 to nine pounds a 
hundred years later. The political economy of taxes has to occupy a central 
place in the commodity chain. It was based not only on revenue needs and 
state fiscal capacity but also on consumption preferences that were cultural as 
well as economic.
 Low taxes and the U.S. population’s fifteenfold explosion in that century 
meant that total coffee imports grew 2,400 percent. Half of the growth in 
world consumption in the nineteenth century was due to increased United 
States purchases!3 Almost all the rest was in Western Europe, especially in the 
north (Samper K. and Fernando 2003: 443, 446–447; Rischbieter 2005). Coffee 
producers were very fortunate to find such favor in the countries whose GNPs 
were growing the fastest in the world (Bairoch 1974). U.S. per capita consump-
tion would continue to grow, with some fits and starts, until the 1940s.
 The confluence of vast U.S. coffee consumption and its unparalleled eco-
nomic boom was not just coincidental. Caffeine and coffee served both as re-
wards for workers and as stimuli for work. Coffee intensified labor and labor 
paid for coffee. Western Europe, with a time lag, enjoyed the same combination. 
The point here is that a historically sensitive commodity chain analysis takes 
into account specific flows that are affected by the histories of both trade part-
ners. The coincidence and complementarity of Brazilian production; U.S. con-
sumption; and British finance, carrying, and insurance in the mid-nineteenth 
century provided a synergy in ways that were not then found in other parts of 
the international coffee economy until decades later. Eventually coffee’s econo-
mies of scale, new technologies, and economic institutions would spread across 
the globe.
 Coffee’s rapid expansion in the nineteenth century was due to peculiar de-
mand conditions that were specific to coffee because of its cultural reception 
in the United States, as well as Brazil’s ability to meet that demand cheaply. 
Demand in the nineteenth century, in both the United States and Europe, was 
initially both income-elastic and price-elastic. The more people earned the 
more likely they were to purchase coffee, and the lower coffee’s price the more 
likely they were to buy it.
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 Surprisingly, in the twentieth century this was not the case in the estab-
lished Western consumption countries, despite better quality, more accessible 
coffee, and rapidly expanding discretionary incomes. In the early nineteenth 
century coffee was viewed as a luxury item, a sign of aristocratic and bourgeois 
distinction. As it became available to lower-class urban inhabitants and eventu-
ally even to rural populations at a relatively low price, they chose it over ersatz 
coffees and teas they had previously drunk because coffee symbolized afflu-
ence. So powerful was this appeal that the income-elasticity for coffee in devel-
oped countries between 1830 and 1900 has been estimated at 1.3. As it became 
an accepted part of the working class’s breakfast, coffee became rather price- 
and income-inelastic. Neither greater income nor lower price made much of a 
difference in coffee purchases. The United States Federal Trade Commission 
estimated income-elasticity in 1954 at only .2, almost stagnant. (1954 39–40). 
Total coffee consumption in the United States accompanied the growth of the 
population, though after 1946 per capita consumption steadily declined until 
the very end of the century (Buzby and Haley 2007).
 Western European countries did not face the same market pressures be-
cause the wars, depressions, and rebuilding of the twentieth century had made 
coffee a prized rather than a routine purchase. But the global growth of de-
mand in the twentieth and twenty-first centuries in countries new to the coffee 
habit repeated the U.S. nineteenth-century experience. By 1970 Western Euro-
pean countries were importing almost half of all world coffee exported; thirty 
years later their imports had grown a bit and were double those of the United 
States (Fridell 2007: 229). The desire to emulate U.S. and Western European 
consumption patterns has created new coffee addicts in Asia, especially the 
most prosperous countries such as Japan, South Korea, and Taiwan.
 Coffee was one of the few major internationally traded commodities to en-
joy a real price increase in the second half of the nineteenth century and still 
have a per-capita consumption increase (Ocampo 1984: 302–303; Bacha 1992). 
Again the coffee chain benefited from an externality: the plunging price of 
many staples in the 1870s due to overproduction and cheaper transport in what 
Alfred Crosby (1986) calls “neo-Europes” reduced the price of basic necessi-
ties for the working class of North America and Europe. They therefore found 
themselves with greater discretionary income to spend on newly available lux-
uries such as coffee and sugar (Mintz 1985). Thus commodity chain analysis 
should take into account goods that competed for consumers’  dollars, pounds, 
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and francs. The issue was not just how much coffee was available at what price 
and how much discretionary income consumers had, but also which other 
goods were filling similar perceived needs. Once coffee’s status declined in the 
early twentieth century from luxury to necessity, its income-elasticity did also 
(Okunade 1991). This would only change in the last decades of the century, 
as specialty coffee purveyors and coffee houses again convinced more buyers 
that coffee was a luxury and a youth drink.
 The rapid expansion and transformation of the U.S. and Western Euro-
pean markets led to institutional restructuring and new layers of intermediar-
ies, which gradually brought governance of the longer chain to importers and 
then to roasters. Overseas merchants lost control in 1874 when a submarine 
cable tied South America to New York and London by telegraph. Informa-
tion about prices, standards, and demand and supply gradually became easily 
available in consuming countries. Warehouses that held a substantial share 
of the world’s visible stocks were built, strengthening the market position of 
importers.
 Exporters ceased being consignment agents, becoming instead agents of 
importers, who controlled the trade and set the prices. Traders such as the 
German Theodor Wille and Edward Johnston of England started their careers 
in Brazil, expanded their commercial business to other ports and countries, 
and moved up-country. They invested in complementary activities such as 
insurance companies, banks, warehouses, and, reluctantly, plantations (Zim-
merman 1969; Greenhill 1993, 1995). Rarely did they become roasters. Coffee 
had to be processed to the point of green or parchment coffee in the cultivat-
ing countries because the cherries spoiled too fast to be exported. Green cof-
fee was durable. But early on, the roasting and grinding had to be done in the 
end-consuming countries because the final processed product quickly lost its 
flavor and aroma. Although later technology permitted the export of roasted 
and even ground coffee from growing countries as well as instant coffee man-
ufactured in the global South, tariffs in consuming northern countries and 
the market power of roasters in the North prevented finished coffee exports.
 As the trade grew so did the size of the largest exporters, most of whom 
were Western European or American. By the end of the nineteenth century 
the five largest exporters shipped over 40 percent of Brazil’s exports and the 
ten largest over 60 percent (Marcellino Martins and Johnston 1992: 371). The 
growth of the trade brought merchants to found the Le Havre exchange and 
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then the New York Coffee Exchange in 1882 to attract trade to their ports and 
capital in the form of a futures market. They were also concerned with pre-
venting commercial corners from provoking rapid and unpredictable fluctua-
tions in price. The exchanges institutionalized access to standardized infor-
mation. Hamburg and London soon followed with major coffee exchanges. 
The telegraph created the possibility of an integrated international commod-
ity market and increased the market power of importers and processors in 
consuming countries. Prices and grades thereby became more standardized.
 Social practices in the largest markets, the United States and Germany, 
very much affected the nature of demand and the ability of roasters to respond 
to and modify it. The fact that in the United States, Germany, the Netherlands, 
and Scandinavia coffee was consumed in the home much more than in coffee 
houses had important implications for the organization of the trade. Because 
coffee in the United States was overwhelmingly sold in grocery stores, a few 
roasting companies such as Arbuckles and the Woolson Spice Company took 
advantage of the invention of industrial-scale roasters in the late nineteenth 
century to create brand names. The proliferation of brands meant that roast-
ers were no longer selling a commodity—the green bean—but were selling a 
trademarked product such as Arbuckle’s Yuban. Advertising and other mar-
keting tactics such as colorful cans and trading cards attempted to whet the 
appetite for particular brands and to appeal to the expanding retail grocery 
sector.
 But the ever-larger roasters could not overtake the thousands of grocers 
and small roasters who sold green beans or custom roasted until they found 
a way to prevent ground coffee from quickly losing its flavor, a way to win 
consumer confidence in the quality of packaged beans they now could not 
see, and a stable price. The first problem was easily solved when vacuum seal-
ing was invented in 1900, though it would require two decades for vacuum 
packing to gain wide acceptance. By the 1920s “convenience” had started to 
become an important attribute of roasted coffee, as the Jazz Age heightened 
the desire for speed and leisure.
 The second problem—the questionable quality of canned beans—required 
government interventions to take command of the market away from import-
ers, who often adulterated coffee stocks. In the United States, the Pure Food 
and Drug Act of 1907, based on a British pure food law some thirty years ear-
lier, set standards (Anderson 1958; Friedman 1973). It decreed that imported 
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coffee be marked according to its port of exit. Thus “Santos” became a specific 
type of coffee, as did “Java” or “Mocha.”
 By gaining the confidence of consumers and providing mass-produced 
roasted coffee, large industrial roasting firms began to control the market and 
the chain (Spice Mill 1912). They lengthened the chain by industrializing and 
commoditizing roasting and grinding, formerly the domain of the housewife. 
Brands segmented the market by selling various roasts and blends depending 
on region. By 1935, 90 percent of all coffee sold in the United States was sold 
roasted in branded packages. The branded coffee that housewives purchased 
at their neighborhood grocery store was not a commodity; it was a proprietary 
product.
 The largest brands also lengthened the chain by integrating vertically, 
sometimes even buying plantations in growing countries, and certainly send-
ing their agents into the coffee interior to purchase directly from producers 
(Goetzinger 1921: 3; Zimmerman 1969: 123). The most successful in integrating 
segments of the chain before World War II was the A&P chain store empire. 
The company imported, roasted, canned, branded, and retailed millions of bags 
of coffee in thousands of its own shops (Ukers 1935). This in-house strand ran 
parallel to its many competitors, who relied on numerous private outside links 
to the chain. A&P’s own canned coffee was the prototype for the supermarkets’ 
house brands that emerged after World War II. Command of “shelf space” and 
increasing concentration of supermarket companies allowed the brands to as-
sert ever-greater governance over the coffee commodity chain, as the power of 
independent merchants, small-scale roasters, and shippers declined.
 As a result, value—in the sense of market-priced processes—was increas-
ingly added, as the housewife’s unremunerated role in making coffee declined. 
This caused an ever-greater share of the monetary value of coffee to be added 
in consuming countries. An ever-smaller number of companies took advan-
tage of marketing economies to go regional and finally, after World War II, 
national. They governed the chain.
 John Talbot has calculated that the value-added in consuming countries 
grew from 47 percent of the final price in 1975–1976 to 79 percent by 2000–2001 
(Talbot 2004: 167, 169). Consequently the coffee-consuming countries can right-
fully be thought of as “producing” countries as well. Hence, I refer to coffee-
cultivating countries as “growers” rather than “producers” to avoid confusion.
 Because roaster profits came from using coffee as a raw material, rather 
than as an object of speculation as it had been for many merchants, roasters 
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favored stable, predictable prices. They accepted state-run price controls be-
ginning in 1906 in Brazil, which led eventually to a series of International Cof-
fee Agreements (ICAs) from 1962 to 1989. Although the European coffee trade 
was slower to turn to large-mass roasters and retail sales of packaged coffee, 
brands such as Pelican Rouge and Kaiser captured large markets in the early 
twentieth century. European states also signed on to the ICAs as their share of 
world coffee imports grew to a dominating position after World War II.
 The expansion of large roasting companies with their superior technology, 
greater efficiency, more reliable and cheaper product, and marketing sophis-
tication led to ever-more concentration. By the 1950s the five largest roasters 
in the United States roasted over one-third of all coffee and held 78 percent of 
all stocks. Traders grew to satisfy the growing demand of roasters. According 
to the Federal Trade Commission, the top ten importers were responsible for 
over half the total of coffee imported into the United States.
 Ten exporting houses in Brazil sent out between 67 and 90 percent of the 
crops until the 1920s, and continued to control over half after that. Because 
Brazil was exporting between 40 and 80 percent of the world’s coffee until the 
1950s, and these exporting houses operated in other producing areas as well, 
this meant a few houses dominated world exports.

state intervention and market expansion

Government intervention, which characterized the world coffee market more 
than any other commodity for most of the twentieth century, brought some 
governance of the chain back to the producing countries. Beginning in 1906 
some of Brazil’s provinces held stocks off the world market to “valorize” them. 
This led to a federal price support program, the Inter-American Coffee Agree-
ment, and finally in 1962 the first International Coffee Agreement. Because 
the main objective of these cartels was to stabilize prices rather than corner 
the market, roasters in the consuming countries grudgingly joined. They were 
willing to accept paying somewhat higher prices in return for guaranteed pro-
duction because most value was added in the consuming countries. The coffee 
bean itself was increasingly a low-cost raw material.
 After initially strenuously opposing valorization, the governments of the 
consuming countries signed on to create the International Coffee Organiza-
tion (ICO) in 1962 to enforce the ICA. The agreement created the organi-
zation. Their reasons were less economic than political, however. Coffee was a 
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pawn in the Cold War. It was no coincidence that the United States came on 
board three years after the Cuban Revolution. Concern with social revolution 
in 1960s Latin America and Africa also convinced their national governments 
to push state-led economic development, undertake some land reform, and 
intervene in the market by creating coffee institutes and marketing boards. 
These public agencies provided credit and infrastructure for the trade. Gov-
ernance of the chain was now largely in the hands of state agencies in the 
cultivating and consuming countries. Participating growing countries were 
given annual export quotas to maintain coffee’s international price. Studies 
of the ICO tend to agree that it maintained relatively high coffee prices and 
permitted exporting countries to enjoy a substantial share of the final con-
sumer price (Bates 1997; Daviron and Ponte 2005; Talbot 2004). Steady and 
relatively attractive prices to the farmers and guaranteed markets encouraged 
ever-greater production. A “green revolution” for coffee, developed in good 
part in the coffee-growing countries such as Brazil and Costa Rica, allowed 
new chemical techniques and mechanization to intensify productivity; unfor-
tunately, overproduction resulted.
 John Talbot observes that the ICO spanned “the transition from devel-
opmentalism to globalism” (Talbot 2004: 94–95). The former version of state 
capitalism provided conditions for rapid consolidation and vertical integra-
tion in the consuming countries while usually protecting smaller-scale coffee 
farmers in the global South. As coffee processing became increasingly indus-
trialized, economies of scale grew, and an ever-larger share of the value was 
added in consuming countries. Roasting, transporting, weighing, and pack-
aging were mechanized and centralized. New products were created: decaf-
feinated coffee and, after World War II, instant coffee, in which processing 
added increased value (Talbot 1997a: 183). The main exception to this trend 
was in the few coffee-growing countries that also greatly expanded domes-
tic coffee consumption, such as Brazil and Costa Rica (Vega Jimenez 2004). 
The chain bifurcated with the best-quality beans going abroad and the lower-
quality ones supplying the growing number of domestic consumers. A few 
cultivating countries such as Brazil, Ecuador, the Ivory Coast, Colombia, and 
India began producing and exporting instant coffee, though in all cases ex-
cept Brazil the soluble coffee was produced by multinationals rather than do-
mestic factories. The United States raised tariffs on this industrialized product 
to protect American instant coffee producers (Talbot 1997a).
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 Instant coffee consumption grew to the point that it provided a third of all 
coffee drunk in the United States in its peak year of 1978 (Pan American Coffee 
Bureau 1970: 7; Dicum and Luttinger, 1999: 131). In some other countries such 
as England and Mexico, it was the main coffee consumed. This new product 
had a major impact on the world coffee market. Drinkers of instant coffee were 
concerned with speed and convenience, not the quality of the brew. Conse-
quently the small number of roasters who captured this capital-intensive market 
used low-priced beans, especially Robusta beans. African producers such as the 
Ivory Coast, and Asian growers, especially in Vietnam and Indonesia, flooded 
the world market with Robusta. The world coffee market, which had been over-
whelmingly for Arabica to this point, now had two major raw materials and 
two major price-setting markets: the New York “C” for Arabica and London for 
Robusta.
 This undercut the price of Arabica beans, lowered the overall quality of coffee 
consumed, and increased returns to ever-larger processors rather than to grow-
ers. It also reduced Latin American growers’ place in the world market. From 
the virtual monopoly of world production that Brazil and other Latin American 
producers enjoyed at the beginning of the twentieth century, by 2007 Brazil had 
declined to 32 percent of world production (up from 22.2 percent in the early 
1980s) and Latin America to 61 percent (International Coffee Organization 2007; 
Marcellino Martins and Johnston 1992: 349–350). Such geographic fragmenta-
tion of cultivation strengthened the governance of the ever-larger multinational 
trading and industrial producing companies by playing the growers off against 
each other.
 Marketing played as important a role in the growth of bigness as did 
mechanization, because many of the large coffee companies such as Hills 
Brothers and Folgers began as grocers and then vertically integrated back-
ward. Arbuckle’s became by far the largest coffee roaster in the United States 
in the late nineteenth century because it sold beans in one-pound paper sacks 
and awarded gift premiums in exchange for returned labels. The rise of chain 
stores such as the Great Atlantic and Pacific Tea Company, which made coffee 
their most profitable good, allowed wholesaling concentration, although each 
grocery store chain still roasted its own green coffee blends. This changed in 
the 1950s with the arrival of the supermarket. Selling a vastly larger number 
of goods, the supermarket depended on small margins but large volume. The 
popularity of modern processes such as the percolator and Mr. Coffee as well 
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as instant coffee drove down the quality of what was brewed. This facilitated 
the spread of a few very large companies with lower-quality canned, ground, 
and roasted coffee. Increasingly the chain became buyer-driven, in the sense 
that retailers came to have more power over the chain.
 The nature of the buyer, however, changed. This was because the rise of the 
supermarket coincided with two other phenomena. Giant food conglomerates 
such as Nestlé, General Foods, Coca-Cola, Ralston Purina, and Kraft began 
to take advantage of their growing market power to buy up smaller success-
ful coffee companies. These conglomerates, which today include Procter & 
Gamble, Philip Morris, and Sara Lee, had less interest in coffee as a family tra-
dition than did earlier coffee roasters such as Chase and Sanborn, or Maxwell 
House, which are today merely subsidiaries of conglomerates. Consolidation 
proceeded to the extent that by the 1980s four companies controlled 80 per-
cent of the U.S. coffee market. Worldwide, in 1998 five multinationals had a 69 
percent share of the roasting and instant coffee markets (Daviron and Ponte 
2005: 92). Thus, although by the 1980s coffee was the world’s second most im-
portant internationally traded commodity in many years, and it was produced 
in over a hundred countries while being consumed in virtually  every country, 
it was surprisingly oligopolized and oligopsonized.

a new World, Post-1989

The more-than-a-century-long trend toward national and then international 
vertical integration and consolidation of the ever-greater links in the coffee 
commodity chain confronted two major countervailing tendencies at cen-
tury’s end. First, the demise of the socialist Soviet Union and other centrally 
planned economies reinforced the power of capitalist states and multinational 
corporations. At the same time the specter of social revolution faded to the 
extent that many politicians felt they could ignore pleas for the redistribution 
of wealth in coffee-cultivating countries. On the ideological plane Austrian 
School laissez-faire economics were championed, particularly in the United 
States and Great Britain.
 This new world led to the dissolution of the International Coffee Agreement 
in 1989, though the ICO continued in much weakened condition. State gover-
nance of the chain shrank even further when most coffee-growing countries 
dissolved their coffee institutes. They stressed profits and efficiency over social 



 historicizing Commodity Chains 59

justice. Governments did not step in when world coffee prices fell by almost 
half after the ICA’s demise. The result was ever-greater control of the chain by 
companies such as Nestlé and Procter & Gamble, which are among the world’s 
largest diversified industrial conglomerates. The world’s five largest roasters 
bought nearly half of the world’s green coffee in 2002 (Fridell 2007: 117).
 This has been countered by the other major trend—the specialty coffee 
movement, which began in the most affluent countries and has diffused to 
urban centers in developing countries. Specialty coffee houses have increased 
demand for quality, generated awareness regarding the origins of different 
coffees, and created value in what Daviron and Ponte (2005) call “in-house 
service quality attributes.” The best known of these corporations is Starbucks, 
which has experienced remarkable growth, first in the United States and then 
globally. Starbucks has educated the palates of American coffee drinkers to 
darker roasts, often adulterated with milk, and accustomed consumers to pay-
ing much higher prices than they had for the “bottomless cups” of the coffee 
shops. They have segmented the world coffee market by introducing new stan-
dards of quality and often going directly to growers, who can gain by play-
ing the speciality buyers against their traditional buyers. Although in total 
volume specialty coffee pales against the traditional industrialized brands, its 
higher prices means it occupies a substantial place in the U.S. and Canadian 
national coffee markets. Unfortunately for the cultivating countries, most of 
the money associated with this “latte revolution” reflects the cost of milk and 
sugar additives, rents, and coffee house profits, not necessarily increasing re-
turns to coffee growers.
 Another less-market-driven countervailing trend, what anthropologist 
Karl Polanyi would call a “double movement,” came from organizations 
such as Max Havelaar, Oxfam, and Fair Trade. They were not so concerned 
with coffee as a profitable commodity produced for enrichment, but with its 
symbolic role as a means for furthering social justice, peasant autonomy, and 
ecological equilibrium. This has become known as “sustainable development” 
(Renard 1999a; Daviron and Ponte 2005; Martínez-Torres 2006; Fridell 2007). 
Growing out of solidarity movements with Nicaraguan Sandinistas; religious 
groups concerned with impoverished peoples such as those who created Ox-
fam; supporters of indigenous peoples; anti-corporate globalization organi-
zations; and ecologically sensitive groups, this effort has established alterna-
tive trade organizations and retail shops. They offer prices directly to growers 
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based not just on the world price but also on considerations such as whether 
the coffee is organic, the shade bird-friendly, the cooperative democratically 
run, and the cultivation ecologically sensitive. They are mostly directed to 
small-scale owner-producers, not agrarian proletarians. The price has a “sym-
bolic” portion that is paid to support a political or social ideal rather than 
strictly for the coffee (Daviron and Ponte 2005). Some of these purchases can 
be seen as manifestations of individual consumer politics as much as market-
based decisions. They constitute novel and maybe promising strands of the 
coffee commodity chain, but are a very small part of it.

Conclusions

We have charted the historically evolving nature of the coffee commodity 
chain, which only began once coffee became a commodity in Yemen. It was 
an international trader-driven chain initially, with religious and military par-
ticipants also playing important parts. After two centuries of the chain being 
centered in the Middle East and the Indian Ocean, Europeans entered, first as 
traders and then as cultivators. They spread coffee growing to the Americas, 
where it became transformed. Brazilian cultivators changed the nature of the 
world coffee market. Far from being passive victims of an anonymous world 
market, Brazilians were pricemakers and were intimately involved in the 
creation of market institutions. Yet U.S. and Western European merchants, 
roasters, retailers, and consumers also played dynamic roles. By historicizing 
the commodity chain, we see the agency in the two connected worlds. There is 
resistance to, as well as accommodation of, global trends of commoditization. 
All of the historical meanings of coffee coexist and compete. Markets are seg-
mented, with coffee varying from an exotic luxury status symbol to a work-
intensifying drug; a leisure beverage; a marker of Western modernity, fashion, 
and youth culture; and a building block for developing states and economies.
 Over time, the nature of the international market shifted notably. Latin 
American producers played a key part in transforming coffee from an elite lei-
sure beverage that served as a sign of distinction to a mass convenience drink. 
Governance went from farmers to local merchants, to importers, to roasters, 
to multinational corporations, and, for most of the twentieth century, to states. 
Although the market’s dynamism came largely from private initiatives, state 
intervention was necessary to institutionalize and standardize practices once 
the market’s size outstripped merchants’ ability to operate it. The huge and 
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rapid expansion of the international coffee market resulted from three linked 
phenomena: the ability of growers to meet growing demand without raising 
prices—initially by super-exploiting natural resources and labor rather than 
technological improvements, later by developing new cultivars and modern-
izing processing and transporting; technical refinements by processors and 
marketers in consuming countries; and, finally, consumers’ shifting tastes and 
cultures.
 This process, though, has brought into question some of our most cher-
ished categories. Are coffee growers really the only “producers” when process-
ing of the coffea cherry and roasting and grinding add most of the market 
value? At what point do we define what is “coffee”? Could we not just as aptly 
call many of the giant roasters and manufacturers of other coffee drinks such 
as bottled “frappucino” and instant coffee “coffee producers”? Similarly, why 
do we assume that “consumers” are only the overseas final users? Latin Amer-
icans have come to drink an ever-larger share of the coffee they grow, so it has 
become proportionately less of an export crop (Topik forthcoming). Brazil is 
today the world’s second largest consumer of coffee and, on a per capita basis, 
Costa Rica is a leader.
 In addition to being historically and culturally sensitive, the commodity 
chain approach should recognize the segmented nature of the market and its 
various niches. For example, both Brazil and Costa Rica could succeed in the 
world market at the same time, despite very different production, processing, 
and marketing systems as well as different products. Rather than just com-
pete, their coffees sometimes cooperate in blends.
 A historical examination of the coffee commodity chain demonstrates 
that even within the same commodity, a range of production systems, mar-
ket strategies, and power relations coexisted since the late eighteenth century. 
The plethora of markets derived from botanical and mechanical difference, but 
also from the different lore that consumers attached to different provenances, 
which are only partially reflected in palpable taste. That is, product differentia-
tion has resulted from variations in botany, climate, production techniques, 
historical traditions, marketing, and consumer reception. Over time, not only 
new cultivars but new coffee products developed. In Japan, for example, there 
are separate strands of the coffee chain depending on whether the consumer 
drinks upscale Blue Mountain Jamaican coffee in an elegant café, sips Brazilian 
or Colombian coffee brewed at home or in the office, or buys from a vending 
machine a can of blended coffee made with beans from Vietnam or Indonesia.
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 It is true that the coffee grower receives only pennies from the three-dollar 
Starbucks cup of coffee he or she purchases (Dicum and Luttinger 1999: 1909). 
However, the coffea cherry passed through many transformations and many 
hands from farm to cup. One hears few complaints about the small share of a 
Dior gown the cotton farmer receives. Coffee has been singled out as a pecu-
liarly important actor in political and ethical disputes because it has so long 
been embroiled in political economic feuds. Today it is in the front lines of 
North-South debates about the political, economic, and ethical dynamics and 
consequences of globalization.
 One of the few commodities that was already important to long-distance 
luxury trade in the early modern period, coffee continues to be one of the 
world’s most valuable trade goods. But one should not reify the “coffee mar-
ket,” nor treat it mechanically. Rather than a continuous, homogeneous insti-
tution, the international chain has been marked by radical disjunctures and 
essential transformations and segmentations as production systems have var-
ied and changed markedly. Coffee continues to enjoy great international im-
portance because the nature of its appeal to consumers has shifted to conform 
to remarkable changes in the societies of the dominant buyers over the past 
four centuries. The “social life” of coffee—its meaning to producers and con-
sumers—has changed also. Thus the unity and continuity of the term coffee is 
quite misleading, and hence analysis of the coffee commodity chain must be 
sensitive to great variation.
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GLOBALIzATIOn  is a CUrrent BUzzWord, Both in PoPUL ar 
culture and in social science. Among the familiar themes dis-

cussed in the globalization literature are worldwide cultural convergence, 
growing international institutional isomorphism, and the gradual (inevita-
ble?) spread of neoliberal economic models. But a more critical perspective, 
epitomized by the political economy of the world-system approach, stresses 
the pervasive impact of contemporary global capitalism, claiming that the 
structure and dynamics of the world-economy systematically creates sets 
of “winners” and “losers,” through mechanisms ranging from “unequal ex-
change” (Emmanuel 1972; Bunker 1984) to unequal terms of trade and foreign 
capital penetration (Bornschier and Chase-Dunn 1985) to the uneven distri-
bution of value-added in an international division of labor (Wallerstein 1979; 
Hopkins and Wallerstein 1986).
 In this chapter we will develop a conceptual framework for exploring global 
networks of international commodity exchange from a world-system perspec-
tive. We will begin by linking certain types of commodity trade with the idea of 
unequal exchange, and move from there toward an image of global commod-
ity chains (GCCs). Although much of the GCC literature focuses on consumer 
products, manufacturing, and the marketing of finished goods, we will empha-
size the importance of incorporating the extraction of raw materials at the be-
ginning of the commodity chain and discuss how this expands and deepens 
this framework. We will then proceed to a discussion of the  empirical findings 
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resulting from a network analysis of international commodity trade and con-
sider the implications of these findings for debates regarding global inequality.

theoretical Background

The progenitors of world-system theory stressed comparative and world-
historic analysis and produced rich descriptive tomes about the origins, or-
ganization, and operation of the world-economy over decades and centuries 
(Wallerstein 1974; Chirot 1977; Frank 1978, 1979). These descriptions are quali-
tative and historical and seem very remote from formal sociological studies of 
social networks. But there is a relational or network imagery in their concep-
tualization of global capitalism (Tilly 1984). Growing out of a “dependency” 
framework that emphasized the idea of a dyadic “metropolis”-“satellite” rela-
tionship and stressed how the former underdeveloped the later (Frank 1969b), 
the world-system approach developed a more comprehensive notion of a global 
economic system (Wallerstein 1974, 1979). Viewed from the vantage point of 
poorer countries or regions, dependency remains paramount, and external 
relations condition economic growth and other types of development. But the 
real key is understanding “the consequences of occupying a given structural 
position within the world-system as a whole” (Evans 1979a: 15). Whereas the 
Latin American dependentistas tended to get stuck in an oversimplified ver-
sion of the development of underdevelopment thesis, the world-system per-
spective takes scholarship beyond core and periphery. First, it allows for an 
intermediary stratum of “semi-peripheral” countries as “a necessary element 
in the world economy” (Wallerstein 1974: 349). Second, it raises the possibil-
ity of mobility in the international system through “dependent development” 
(Cardoso 1973; Evans 1979a).
 Thus structural inequality is a central concept for world-system analysis. 
It involves some key generic assumptions. The first is that the proper unit of 
analysis is not the nation state or some other smaller unit, but rather the whole 
global economic-political system within which nation states are embedded. 
The second is that the role or position that different nations occupy within the 
world-system tells us much about the dynamics of social change within those 
units (Chase-Dunn 1989). Although it certainly is true that internal elements 
such as domestic politics play an important role in the fate of states (Evans 
and Stephens 1988), the claim is that the structural pattern of world-system 
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role or position sets the initial parameters that constrain and condition the 
way class and political processes work themselves out (for a schematic model, 
see chapter 1 in Smith 1996).
 So how do we go about measuring these roles and positions and the larger 
structural pattern that they constitute? One promising technique is social net-
work analysis. Beginning with a seminal article by Snyder and Kick (1979) 
that used “blockmodeling” to gauge the empirical status of the world-system 
model of core-semi-periphery-periphery, there have been a series of efforts 
to do precisely this (see also Steiber 1979; Nemeth and Smith 1985; Smith and 
White 1992). Network analysis is only useful if there are good conceptual-
izations about the importance of particular types of relations. World-system 
theorists long posited that certain kinds of commodity trade will be critical 
in determining stratum membership in a multitiered world-economy. Spe-
cifically, the exchange of finished products versus raw materials was seen as a 
key mechanism of unequal exchange (Frank 1969a; Galtung 1971; Emmanuel 
1972). In particular, these scholars claimed that core-periphery exploitation, 
while embedded in wage differentials, is transmitted via trade of low-value 
goods from the periphery in exchange for higher-value ones from the core 
(Emmanuel 1972; Amin 1980).
 Although this early scholarship on unequal exchange provides some use-
ful benchmark notions about the importance of the trade of primary prod-
ucts versus manufactures, there is good reason to believe that the world has 
changed since the 1960s and 1970s. One of the underlying issues in contempo-
rary debates about globalization centers on the nature of worldwide economic 
restructuring in the past two or three decades. In 1980 a pathbreaking book 
argued that a “new international division of labor” (NIDL) based on global-
ized production processes was emerging (Fröbel, Heinrichs, and Kreye 1980). 
Consistent with the main contours of this argument were descriptions of a 
new “global assemblyline” (Feuntes and Ehrenreich 1984) implying the dein-
dustrialization of the high-wage core nations (Bluestone and Harrison 1982) 
through capital flight to low-wage semi-peripheral or peripheral areas (Ross 
and Trachte 1990).
 Of course, this suggests a very different pattern of periphery-core commod-
ity trade, with low-wage manufactured goods, in particular, tending to flow 
from the former to the latter. It is under this changing NIDL that we see the 
rise of a number of newly industrializing countries (NICs). Manufacturing for 
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export was hailed as the secret to rapid economic growth of countries such 
as South Korea and Taiwan in the so-called East Asian economic miracle 
(Gereffi and Wyman 1990; World Bank 1993). But we need to closely examine 
the nature of the manufacturing activities occurring in particular economies 
and the specific linkages between manufacturing enterprises; global markets; 
and local, state, and transnational capital. Some of the NICs (particularly 
in East Asia) have successfully engaged in “industrial upgrading” in which 
there is a shift from commodities such as textiles, apparel, and footwear to 
“higher value-added items that employ sophisticated technology and require 
a more extensively developed, tightly integrated local industrial base” (Gereffi 
1992: 92). This might include production of computers, semiconductors, nu-
merically controlled machine tools, VCRs, televisions, and so on. However, 
many peripheral countries remain primarily export platforms for simple low- 
technology, labor-intensive goods made by low-wage, unskilled workers.
 This focus on an increasingly integrated global economy, in which coun-
tries fill distinct export niches and industrial upgrading seems to be the only 
viable option, leads Gereffi to argue that global commodity chains (GCCs) 
should be the key analytical construct (Gereffi 1990, Gereffi and Korzeniewicz 
1990). There are parallels between the idea of GCCs and the value chains of 
economist Michael Porter (1990) or the production chains of geographer Peter 
Dicken (1992). But Gereffi grounds his initial conceptualization in world-system 
analysis, drawing on Hopkins and Wallerstein’s (1986: 159) definition of a com-
modity chain as “a network of labor and production processes whose end re-
sult is a finished commodity.” Elaborating further, “A GCC consists of sets 
of interorganizational networks clustered around one commodity or product, 
linking households, enterprises and states to one another within the world-
economy. . . . [it is] the sequential stages of input acquisition, manufacturing, 
distribution, marketing and consumption” (Gereffi, Korzeniewicz, and Korze-
niewicz 1994: 2).
 A thorough GCC analysis of particular commodity chains requires some 
detailed knowledge of the specific qualities of the commodity itself. This has 
predisposed many researchers to do grounded case studies of the sort de-
scribed elsewhere in this volume (see Chapter 2, by Topik, and Chapter 10, 
by Munro and Schurman). But we can also try to take a more overarching 
view. In network terms, these commodity chains can be conceived as consist-
ing of a number of “nodes” that constitute the pivot points in transforma-
tion sequences: extraction and supply of raw materials, the stages of industrial 
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processing, export of goods, and final marketing (Gereffi and Korzeniewicz 
1990). Each node is connected to other nodes of related activity, and the local, 
regional, and world economies are seen as ever more intricate, web-like struc-
tures of these GCCs, creating spatially bounded structures of varying scales.
 Some commodity chains are simple: production of a soft drink can in-
volves extraction of bauxite from a mine; a smelting sequence that produces 
first alumina, then aluminum; and the fabrication of the container itself. But 
others are complex. In an early illustration of the utility of commodity chain 
analysis, Hopkins and Wallerstein (1986) detailed the raw materials and pro-
cesses of industrial transformation necessary to build an eighteenth-century 
wooden sailing ship. It involved the procurement of several key raw materials 
that make up the hull, mast, sail, ropes, and so on, and then production se-
quences of varying complexity and length to make the components, leading to 
final assembly in a shipyard and distribution to various end users. Of course, 
the commodity chain (now assuredly “global”) for something like a modern 
automobile is even more intricate.
 Most recent research on production networks and commodity chains 
tends to focus on consumer goods sold in retail stores (Gereffi 1994, Bair and 
Gereffi 2001; Appelbaum and Smith 2001). Shining the spotlight on these final 
stages of particular GCCs and their relationship to the manufacturing links 
in these chains has been extremely fruitful, as scholars have learned a great 
deal about the promise and perils of industrial upgrading strategies for firms 
and countries.
 Although the GCC models almost always nod toward the importance of 
raw material inputs at the sources of the chains, there is very little system-
atic attention to this in most research.1 But analysts such as Stephen Bunker 
remind us that raw materials are extremely crucial, not only as inputs to all 
finished goods but also for basic energy production and infrastructural con-
struction in contemporary society (Bunker and Ciccantell 2005). And their 
modes of extraction in peripheral areas of the global system also promote a 
form of unequal exchange and what Bunker has referred to as “progressive 
underdevelopment” (Bunker 1984, 1985).
 Bunker’s exploration of these issues began in years of field research in the 
vast, resource-rich Amazon basin. He explained how various modes of extrac-
tion are compatible or incompatible with the procurement of other raw materi-
als from the same eco-regions, the need for state support and infrastructural 
development in frontier areas, and the swirling power politics that accompany 
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all this (Bunker 1985). Although Bunker never explicitly used the term com-
modity chains, he came close at times in referring to “global chains of extrac-
tion and production” (Bunker and Ciccantell 2005: xx). And the focus, as in 
the GCC approach, is the “tangible commodities whose material differences 
typify the more abstract mechanisms by which the material properties of a 
commodity determine the way it is incorporated into global markets” (Bunker 
and Ciccantell 2005: 58). Although those of us who live in so-called advanced 
industrial societies are familiar with manufacturing and its attendant social 
relationships, we have much less exposure to agriculture, mining, forestry, and 
associated activities and their social impacts on land, people, and economic 
interests where extraction takes place.
 The focus in Bunker’s work is on the beginning of the commodity chain, but 
there are some intriguing parallels between the Bunkeresque approach and the 
GCC perspective. Both stress close, grounded analysis of specific commodities 
in particular places; Bunker’s emphasis here recalls the argument by  Gereffi 
and others (1994: 2) that commodity chains are “situationally specific, socially 
constructed, and locally integrated.” Both bodies of work remind us that pro-
duction or extraction occurs in particular places, so geographic location, clus-
tering of ancillary activities, and importance of the logistics of transportation 
require attention. And there are also some striking similarities between ex-
tractive economies and low-wage manufacturing sites. Bunker’s portrayal of 
the relative powerlessness of peripheral raw-material-producing areas, the way 
that control, technology, and power are wielded from distant corporate offices 
in the core, and the manner in which extractive enclaves are played off against 
each other by metropolitan interests, exhibit strong analogies to subcontracted 
factories incorporated into far-flung buyer-driven commodity chains in the 
consumer goods networks described in the GCC literature. There is a strong 
image of core control and peripheral dependence in both accounts.
 This chapter asserts that we should combine the insights of a focus on 
modes of extraction with the GCC approach. Put differently, we need to de-
velop a GCC approach that “starts at the beginning” (Smith 2005). There are 
several advantages to “bringing in Bunker.” First, a key challenge is to under-
stand why particular types of activities occur at particular locations. Trying to 
unravel the issue of shifting industrial location is a central question in studies 
of current global economic restructuring. Bunker stresses the natural endow-
ment of geographic regions, the configuration of watercourses, and physi-
cal topography as critical for extractive advantages. Though not all of these 



 trading Up the Commodity Chain? 69

 matter for manufacturing, some clearly do: in their recent book, Bunker and 
Ciccantell (2005) show that the rise of Amsterdam was closely linked to the 
city’s location on major rivers, which gave it access to high-quality lumber 
from the European interior that was used in the city’s world-leading ship-
yards. There are also issues linked to transportation and other infrastructure 
that are critical for distributing and selling the vast majority of goods made in 
today’s globalized economy (Bonacich 2005). Thus more attention to them by 
GCC scholars is warranted.
 Second, the modes of extraction approach can contribute more to our un-
derstanding of technological change and what David Harvey (1989) calls time-
space compression. Bunker argues that, to a great extent, extractive economies 
drive the process of technological innovation that creates a “smaller world” 
based on advanced transport and communication systems. The reason is fairly 
straightforward: with time, primary products that used to be easily harvested 
get progressively more difficult to extract. Surface deposits of minerals are 
used up, so heavy equipment and new techniques need to be developed to, 
literally, dig deeper. This requires technological innovation. And, beyond this, 
many raw materials are bulky, heavy, and costly to move, which promotes in-
novations in transportation (bigger, more powerful ships; railroads through 
jungles and mountains; and so on).
 The GCC perspective’s lack of attention to transportation is particularly 
problematic. For example, some scholars note the rise of East Asian manu-
facturing and its reliance on the vast consumer markets of the United States 
(Gereffi 1999; Gereffi and Hamilton, Chapter 7, this volume). This is only pos-
sible because of major improvements in port facilities and containerized oce-
anic shipping, which purveys consumer manufactures from places such as 
China or Indonesia to the U.S. West Coast. Indeed, the global assembly line 
relies on worldwide communications (especially improvements in telecom-
munications) and shipping to function. So Bunker and Ciccantell’s focus on 
the evolution of globalized shipping, which was closely tied to bulk transpor-
tation of primary goods, is crucial not only to raw material procurement but 
also to the delivery of finished products analyzed in the GCC literature.
 The vastness of large-scale extraction and its ancillary transportation in-
frastructures also presents a challenge to those who blithely point to global-
ization and “the decline of the state” (Strange 1996; Rodrik 1997). Although 
“flexible” light manufacturing might seem to fit some sort of neoliberal vision, 
massive mining complexes, huge agribusiness estates, and giant port and rail 
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networks involve high levels of state subsidization, administration, and regu-
lation. The need to not lose sight of the importance of politics and states is yet 
another insight that an extractive focus brings to the GCC framework.

Getting to the networks: examining international 
Commodity trade

We are proposing a new, more comprehensive GCC framework that incorpo-
rates more attention to a range of commodity exports, including raw materi-
als. The key issue that this approach addresses is, how and where does surplus 
or profit accrue at the various points where these commodity chains touch 
down? Examining GCCs in this way provides us with a new perspective to 
explore issues of national development. This leads to a second question: What 
are the prospects for upgrading to nodes in these chains that might increase 
the value-added and profits associated with local activities? Of course, one 
way to explore these issues would be the fine-grained case studies that Gereffi, 
Bunker, and their colleagues have pioneered. But we propose to use multiple 
network analysis of various types of international commodity trade between 
1965 and 2000 to begin to explore issues of global inequality and development 
in a more comprehensive way.
 Our research builds on a foundation of previous work exploring world-
system structure and dynamics. Some of the earliest network analyses of inter-
national trade yielded empirical confirmation of the core-periphery hierarchy 
(Snyder and Kick 1979; Nemeth and Smith 1985; Smith and White 1992). These 
and other studies also found a positive relationship between structural posi-
tion in the world-system and economic growth (Snyder and Kick 1979; Nemeth 
and Smith 1985; Kick, Davis, Lehtinen, and Burnes 2000; Kick and Davis 2001). 
They further demonstrated empirically that a country’s structural position in 
trade networks is related to its specific economic role in the international divi-
sion of labor (Nemeth and Smith 1985; Smith and White 1992).
 More recent findings suggest that the structure of the world economy still 
conforms to this overall core-semi-periphery-periphery layering. Contrary 
to claims that globalization is primarily characterizable by the homogenous 
spread of “industry” to historically poor countries, the main dimension of 
core-periphery hierarchy continues to be differentiated by relatively advanced 
industry at the upper end of the hierarchy versus less advanced industry at 
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the lower end. Confirming world-system expectations, upward mobility is ex-
ceedingly rare, even during recent decades that others describe as a period of 
massive change. Indeed, there are also changing mobility patterns over time. 
During the last two decades of the twentieth century there appeared to be 
less upward mobility than occurred in the 1960s and 1970s, suggesting that 
“globalization,” rather than spreading wealth and facilitating development, 
may be creating barriers for nations that are at the lower rungs of the global 
economy (Mahutga 2006).
 The research that we report on here results from a longitudinal analysis 
of trade that is disaggregated by commodity type (United Nations 1963) and 
uses the concept of regular equivalence (White and Reitz 1983; White 1984) 
to quantify the similarity or dissimilarity between the trade profiles of in-
dividual countries.2 Figure 3.1 provides a list of the three commodities that 
constitute each of the five bundles.

(1) High Tech or Heavy Manufacturing

(58) Plastic materials, regenerated Cellulose and artificial resins

(69) Manufactures of metal

(71) Machinery—nonelectrical

(2) Sophisticated Extractive

(25) Pulp and waste paper

(34) Gas, natural and manufactured

(64) Paper, paperboard, and manufactures thereof

(3) Simple Extractive

(04) Cereal and cereal preparations

(22) Oil seeds, oil nuts, and oil kernels

(41) Animal oils and fats

(4) Low Wage or Light Manufactures

(83) Travel bags, handbags, and similar containers

(84) Clothing

(85) Footwear

(5) Animal Products and By-Products

(01) Meat and meat preparations

(02) Dairy products and birds’ eggs

(29) Crude animal and vegetable materials

Figure 3 .1 .  UN commodity categories classified by type of processing
source: United Nations 1963.
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implications for Global inequality and 
differential development

One of our central interests (and a major debate in contemporary social sci-
ence) involves the degree of inequality in today’s world, whether it is growing 
or declining, and the mechanisms that lie behind pressure for convergence or 
polarization. There seems to be broad consensus that within country, mate-
rial inequality is on the rise, particularly in core countries, due to the impacts 
of neoliberalism (outsourcing of manufacturing, the decline of labor unions, 
reduced state spending, and so on). There is sharp disagreement whether there 
is increasing global income polarization. Korzeniewicz and Moran (1997, 
2000) find robust evidence of greater inequality, but their findings are vocifer-
ously rejected by Firebaugh (1999, 2000a, 2003). But in keeping with the focus 
of this chapter and book, here we want briefly to summarize some issues of 
structural inequality as they relate to our commodity-chain-based model of 
changing world-system structure.
 Our analytical strategy applies classic ideas and techniques from the role-
position literature within the social networks canon. At the risk of oversim-
plification, the goal of role-position analyses is to start with a set of relational 
data N, usually an N X N socio-matrix, and attempt to simplify N into a B X B 
matrix B, where Bi is a group of actors from N that relate to all other actors in 
a similar way. The classic approach is to define an equivalence relation with 
which to sort out N into B. The approach we use here is regular equivalence, 
which receives detailed attention elsewhere (Alderson and Beckfield 2004; 
Faust 1988; Mahutga 2006; Wasserman and Faust 1994). Conceptually, “the 
notion of regular equivalence formalizes the observation that actors who oc-
cupy the same social position relate in the same ways with other actors who 
are themselves in the same positions” (Wasserman and Faust 1994: 473).
 Technically, applying the standard optimal regular equivalence algorithm 
to our set of five trade relationships generates an N X N matrix R in which Rij 
represents the level of regular equivalence between i and j, which scales from 
zero to one. The new matrix R then becomes the basis for the assignment of 
actors into regular equivalence classes. In general, the continuous solution 
of the R matrix (that is, actors are generally “more or less” equivalent, rather 
than completely equivalent) requires further analyses to find “cutpoints” de-
fining approximately regular equivalent groups. To delineate groups of coun-
tries that are relatively equivalent, we use a hierarchical clustering algorithm 
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that maximizes the within-group similarity (or minimizes the between-group 
similarity), where similarity is the measure of regular equivalence between 
each country (Borgatti 1994). Although these results produce an interpretable 
set of equivalence classes, the continuous reality implied by the definition of 
equivalence also suggests a continuous scaling of the R matrix. Thus we super-
impose the hierarchical clustering results onto a correspondence analysis 
(Weller and Romney 1990), which provides a quantification and graphical 
display of the similarity between countries and groups in a low-dimensional 
space (Figures 3.2–3.4). Our correspondence analysis is classic, as described in 
Weller and Romney 1990.
 As the legend in each figure indicates, the figures read from right to left 
with core countries on the right, and peripheral countries on the left. The cor-
respondence analysis suggests a more or less one-dimensional solution be-
cause the first dimension explains 91, 94, and 96 percent of the variation in 
regular equivalence between countries in 1965, 1980, and 2000, respectively. 
Thus the main horizontal dimension on the X axis can be interpreted as a 
continuous measure of “coreness” (Borgatti and Everett 1999; Mahutga 2005), 
whereas the symbols demonstrate the extent to which countries along that 
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continuum are clusterable into regular equivalence classes. Thus the group 
in the upper right-hand side of Figure 3.2 (circles) contains the United States, 
Japan, and the larger Western European countries, while the group to the 
extreme left contains less-developed countries from Africa, the Middle East, 
and Asia.
 Consistent with these empirical results, we labeled the groups from right 
to left as 1 = Core, 2 = Strong semi-periphery, 3 = Weak semi-periphery, 4 = 
Strong periphery, 5 = Weak periphery, and 6 = Weakest periphery. These 
labels communicate what is, in reality, a latent continuous core-periphery 
structure in these trade data. In other words, the Weak semi-periphery is 
more “core like” than is the Strong periphery, whereas the Strong periphery 
is more “core like” than is the Weak periphery. There are many types of analy-
ses that could be carried out to convey this underlying empiric (for example, 
block modeling, examining commodity-specific trade profiles, in-group ver-
sus out-group preference, and so on), but none are more persuasive than the 
one-dimensional solution of the correspondence analysis—literally a continu-
ous measure of “coreness” (see, for example, Borgatti and Everett 1999; Boyd, 
Fitzgerald, Mahutga, and Smith 2006; Mahutga 2005). Countries plotted on 
the origin of the Euclidian space in Figures 3.2 through 3.4 represent the aver-
age pattern of equivalence with all others. The origin thus provides a natural 
cut-off between what might be considered the “upper tier” and the “lower tier” 
economies. The three groups to the right of the origin constitute our core and 
semi-peripheral countries, while those to the left of the origin represent our 
peripheral countries, with their group titles representing an increasing dis-
similarity from the core-like pattern of trade ties demonstrated by our core 
group.
 As Figure 3.5 demonstrates, if we simply sum the countries in each of the 
blocks that our present analysis yields, we find that there is a “shrinking 
middle”—that is to say, more nations occupied the “strong semi-periphery” 
and “weak periphery” in 1980 than in 1965, and there were still more in 2000. 
These two zones of the world economy grew at the expense of the middling 
categories of “weak semi-periphery” and “strong periphery.” This suggests 
a degree of polarization by world-system zone membership, evinced by the 
development of a bimodal distribution of countries along the core-periphery 
hierarchy.
 We can take a more methodologically sophisticated look at this by assess-
ing the degree to which various strata in the hierarchy have either increased 
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or decreased their distance from the core over time. Because the dimensions 
delineated from our correspondence analysis (Figures 3.2 through 3.4) are or-
thogonal by construction, we can evoke the familiar Pythagorean Theorem 
and measure the Euclidean distance of each country from the leading core 
country (United States) in each time period. Subsequently, we construct a 
simple measure of mobility for each country with (distance at time 2 - dis-
tance at time 1)/distance at time 1. Finally, we report the average mobility 
for each zone. Table 3.1 yields results broadly consistent with Figure 3.4. The 
periphery is increasingly distant from the core, with the weakest segments 
of the periphery doing the worst (downward mobility). However, two semi-
peripheral groups are closing the gap between themselves and the core in the 
late twentieth century.3 This general pattern is consistent with key claims by 
world-system theorists about an inherent tendency of the world-system to po-
larize between core and periphery (Chirot 1977; Wallerstein 1979), and also 
supports arguments regarding the existence of “dependent development” in 
the semi-periphery (Evans 1979a).
 These patterns of structural mobility are interesting, but they tell us noth-
ing about any “development gap” in the world-economy. For that we need to 
look at how the various strata fare in terms of economic measures. For sim-
plicity’s sake, we have chosen per capita growth in gross domestic product 
as our measure. Table 3.2 portrays the average GDP per capita growth by 
world-system zone. As this table demonstrates, globalization has produced 
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both winners and losers in the world economy. On one hand, the core has ex-
perienced declining growth rates since the “golden age” of economic growth 
ended in the late 1960s and early 1970s (Webber and Rigby 1996). On the other 
hand, the semi-periphery has experienced well-above-average levels of eco-
nomic growth since 1965. Because the semi-periphery is also the most popu-
lous world-system zone, its above-average level of economic growth explains 
why several recent studies find that total world inequality (that is, the sum of 

Table 3 .1 .  Mobility toward or away from core by  
semi-periphery and periphery

 Zone 1965–1980 1980–2000

Strong Semi-Periphery

 Mean 0.059 –0.033

 Std. Dev. 0.395 0.385

Weak Semi-Periphery

 Mean 0.126 0.204

 Std. Dev. 0.183 0.201

Strong Periphery

 Mean –0.056 0.003

 Std. Dev. 0.198 0.156

Weak Periphery

 Mean –0.034 –0.005

 Std. Dev. 0.144 0.144

Weakest Periphery

 Mean –0.083 –0.12

 Std. Dev. 0.087 0.152

Table 3 . 2 .  GDP per capita growth by world-system 
zone, 1965–2000a

 Zone 1965–1980 1980–2000

 Core 3.09 1.85

 Strong semi-periphery 3.74 2.71

 Weak semi-periphery 3.71 2.21

 Strong periphery 2.17 1.10

 Weak periphery 1.50 –0.67

 Weakest periphery 1.13 –0.10

note: aGDP per capita is measured at the foreign exchange rate 
and obtained from the World Development Indicators (World 
Bank 2006).
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between- and within-country inequality) is actually decreasing (Bhatta 2002; 
Firebaugh 1999, 2000a, 2000b, 2003; Firebaugh and Goesling 2004; Goesling 
2001; Melchior and Telle 2001; Schultz 1998). Most important for the pres-
ent study, the periphery grows much more slowly than both the core and the 
two semi-peripheries in both time periods, and actually demonstrates nega-
tive growth from 1980 to 2000. Thus, although the core and semi-periphery 
seem to be converging, these two groups are also diverging from the periph-
eral group on our measure of world-system position, as well as GDP growth 
per capita.
 Although space precludes the kind of discussion needed to fully clarify 
all the issues involved in the debate on total world inequality, we would like 
to suggest that at the moment, arguments about trends in world income in-
equality are at an empirical impasse. The most up-to-date analyses suggest 
that inequality has likely been stable, if not increasing slightly since 1980, 
and that the two sides of previous debates (see Firebaugh 2000a; Korzenie-
wicz and Moran 2000) each contained biases that explain their divergent 
empirical findings (Dowrick and Akmal 2005). However, we would also like 
to point out the obvious fact that even if total world inequality were decreas-
ing, it would still be possible to observe polarization—that is, a growing rift 
between the fastest and slowest growing countries—something that previous 
studies were unable to detect (Moran 2003). As Table 3.2 shows, even though 
the semi-periphery is growing faster than the core, the periphery is indeed 
growing much more slowly, and even had negative growth during the period 
that many associate with the onset of “globalization,” suggesting that polar-
ization is definitely taking place, whether total world inequality is increasing 
or decreasing.
 The pattern of overall polarization that we identify may be empirically in-
teresting, but we are especially keen to understand the mechanisms generat-
ing it. One way to do that is to see if our peripheral world-economic blocks 
are engaged in different sorts of production (returning, in a general way, to 
the issue of commodity production and trade that was our initial entrée into 
these networks). Table 3.3 shows that there are distinct sectoral patterns of 
growth in manufacturing and extraction across the semi-peripheral and pe-
ripheral zones. Manufacturing grew in all three zones in both periods (the 
exception is stagnation during the 1965–1980 era in the weak semi-periphery). 
The rapid growth in both manufacturing and extraction in the weak periph-
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ery during the earlier period coincides with the beginning of “capital flight” 
from the core into the periphery. Manufacturing exports from both the strong 
and weak peripheries grew very rapidly in relation to GDP (and at an aston-
ishing rate approaching 250 percent in the weak periphery) between 1965 and 
1980. This suggests an explosion of industrial relocation during this period of 
the type posited by the NIDL thesis, with a great deal of this occurring in the 
weak periphery.
 But the strongest pattern that we see in this table—best summarized in 
the ratio of manufacturing to extractive growth—is in the much higher rate 
of industrial growth in both the strong and weak semi-peripheries in the later 
(1980–2000) period of “globalization”—a period during which two of our pe-
ripheral blocks actually experienced negative economic growth. From 1980 to 
2000, the growth rate in manufacturing was much slower and more uniform 
across the three peripheral zones than in the semi-periphery. More important 
is the observed correlation between the ratio of manufacturing to extraction 
and economic growth. Our rapidly growing semi-periphery is, on average, 

Table 3 .3 .  Growth in peripheral extractive and low-wage manufacturing 
exports as percentage of GDPa

  Average Growth Ratio of Manufacturing 
  by Block (percent) to Extraction Growth

 Zone 1965–1980 1980–2000 1965–1980 1980–2000

Strong Semi-Periphery

 Manufacturing 6.56 22.19 
2.62 10.31

 Extraction 2.50 2.15

Weak Semi-Periphery

 Manufacturing –0.09 54.54 
–0.11 5.52

 Extraction 0.79 9.88

Strong Periphery

 Manufacturing 29.95 7.37 
20.67 0.63

 Extraction 1.45 11.67

Weak Periphery

 Manufacturing 245.96 9.93 
2.00 5.37

 Extraction 123.00 1.85

Weakest Periphery

 Manufacturing 5.63 9.00 
6.87 3.17

 Extraction 0.82 2.84

note: aGDP figures were obtained from the World Development Indicators (World Bank 2006).
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growing in light manufacturing at a ratio ranging from 10:1 to 5.5:1, whereas 
our slowest growing (and even falling) peripheral ratios range from 5.3:1 to 
1:.63. Although low-wage manufacturing may not be the best road to develop-
ment, it seems better than relying on raw material extraction for the fact that 
resources become depleted (Bunker 1984, 1985). We should suggest a note of 
caution, however. As with all higher levels of aggregation, this analysis does 
not exhaust the possible explanations for the stagnation and even decline we 
observed in the previous three analyses. Furthermore, Table 3.3 seems a better 
explanation for the most recent period than it does for the earlier one. Thus 
it is somewhat difficult to tell with certainty how much variation in upward 
mobility and economic growth we can explain with this analysis. That being 
said, this at least raises questions amenable to hypothesis testing of various 
types in the future.

Conclusion

The main theme emerging from our empirical analysis is one of structural 
polarization in the networks of the global economy during the final decades 
of the twentieth century. This is consistent with various contributions to the 
literature on global restructuring which suggest that the worldwide spread of 
industry has been very uneven, and that the consequences of industrialization 
in the places it occurs are much less likely to lead to sustainable economic 
growth and development than in decades past. Today the spread of manu-
facturing to peripheral areas of the world-system is often associated with low 
wages in those regions, perpetuating a “race to the bottom” rather than in-
dustrial upgrading, in sharp contrast to old developmentalist-modernization 
theory assumptions that assumed a strong positive link between “industrial-
ization” and economic development (Rostow 1960). Along with the growing 
structural gaps in our network analysis of global patterns, we also see income 
polarization between upper strata (core-semi-periphery) and lower ones (the 
periphery), and this income inequality maps on to the structural divergence.
 Although we see polarization in our structural analysis, there seem to 
be two types of “peripheralization” going on. First, there is one based on the 
spread of light, labor-intensive manufacturing. This is the fairly well under-
stood and by now familiar pattern anticipated by those who argued that global 
restructuring creates a new international division of labor or global assembly 



 trading Up the Commodity Chain? 81

line (Fröbel and others 1980; Feuntes and Ehrenreich 1984; Ross and Trachte 
1990). But we also see a second form of peripheralization. This one is sug-
gested by the work of Stephen Bunker and appears in our data as an increase 
in the importance of extractive exports, as some peripheral areas become in-
creasingly specialized in raw material production. Like the light manufactur-
ing regimes highlighted in the NIDL literature, these peripheral extractive 
economies can be very exploitative, underpinning a particularly pernicious 
form of unequal exchange (Bunker 1984, 1985; Bunker and Ciccantell 2005).
 If we are seeing two types of peripheralization in non-core regions of the 
world-economy, we can speculate about some possible trends in these areas. 
First, we might expect to see an uneven increase in proletarianization and 
manufacturing in the semi-periphery and parts of the periphery. This process 
would be very episodic and even reversible in the poorer peripheral areas be-
cause of the tendency for capital to seek cheaper labor sites when wage costs 
show even the slightest tendency to rise in some of the lower-cost consumer 
product sectors. However, with some further proletarianization we are likely 
to see a spread of labor organizing and unrest and an increase in environmen-
tal degradation. In some particularly important sites for industrial relocation, 
such as China, we may see changes in civil society that increase pressure for 
democratic reform of authoritarian political systems. If proletarianization is 
maintained, this would also favor the slowing population growth associated 
with the “demographic transition” (Davis 1945).
 We might see rather different scenarios in peripheral resource frontiers 
where raw material extraction leads to exploitation and unequal exchange. 
Here there may be a rapid rise in competition for increasingly scarce resources 
and a type of environmental destruction that is characteristic of areas where 
heavy mining and mono-export agriculture predominate. With a growing 
share of world population stranded in these zones of the world-economy, we 
might see a lot of people without much hope for the future, and perhaps a rise 
in radical ideologies, civil unrest, and violence.
 This chapter reported findings from a network analysis of the world-sys-
tem using international commodity trade data. But we also believe that this 
sort of research should be augmented by more detailed, historically grounded 
studies that probe deeper into particular cases, countries, and industries. Stra-
tegic selection of particular sectors or countries based on the network analytic 
patterns revealed in our work would be a good way to meld the quantitative 
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and qualitative analytic strategies. Research on the dynamics of particular 
forms of extraction in specific resource frontiers on the periphery is especially 
needed. Similarly, studies of industrial relocation and the changing geography 
of production in various manufacturing sectors, and the struggle between the 
dynamics of upgrading and the race to the bottom, provide nice complements 
to the sort of research we have presented here. This chapter also points to some 
further cross-national research of the effects of world-system dynamics on 
labor organization and power, economic growth and income inequality, and 
commodity chains and industrial upgrading. Indeed, there is much work to be 
done to fully explore some of the empirical patterns previewed in this chapter.
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the Primary Fe atUre oF aLmos t e Very Commodit y Chain 
is that it crosses national frontiers. Indeed, when Terence Hopkins 

and I launched the concept in the 1970s, our original primary purpose was to 
show that most production within the capitalist world-economy that placed 
items for consumption on the market was the result of a long chain that did in 
fact cross frontiers, and that this had been so throughout the entire history of 
the capitalist world-economy from the long sixteenth century to today. This 
was as opposed to the idea that most such chains were entirely encapsulated 
within national boundaries.1

 There is one inevitable consequence of this simple fact. All chains are, as a 
result, subject to interference by state authorities, because states have the sov-
ereign right within the interstate system to establish rules about what crosses 
their frontiers. They may permit or forbid crossing of persons, merchandise, 
or capital in general. They may distinguish between the crossings that come 
from or go to particular countries. They may set limits to amounts that may 
cross frontiers. They may charge fees on goods (usually called tariffs) that cross 
frontiers. They may pressure other governments to make conditions that are 
in the interests of the state placing the pressure, or in the interests of particu-
lar producers in the country of the state placing the pressure.
 If a state makes no conditions whatsoever on the crossing of its frontiers, 
we say that it is observing laissez-faire or permitting free trade. If it does make 
conditions, we say that it is engaged in protectionism. There is probably no 



84 Chapter 4

state that has ever been entirely open and made no conditions whatsoever. And 
there have been only a few states who have ever closed their frontiers almost 
entirely, and then only for limited periods. So the actual practice of states lies 
somewhere in between these two hypothetical positions. We can talk of frontiers 
that are relatively open and frontiers that are relatively closed or protected.
 We also know that there are ideologies of free trade and of protectionism; 
that is, that there are intellectuals who preach the virtues of each, and there 
are states that formally accept some of these ideological statements and act 
on them, and also assert that their foreign policy is to encourage other states 
in one direction or the other. This matter is today the major subject of the 
debates within the World Trade Organization (WTO). What I would like to 
explore in this essay is who has been most likely to take one ideological posi-
tion or the other, and what the consequence is for producers or states acting 
on one ideological position or the other.
 It is clear that, in a perfectly free market—one in which no state ever makes 
rules about the rights of producers to sell products as they wish, and where 
they wish—those producers of any given product who can, for whatever rea-
son, produce it at the lowest total cost at the locus of proposed sale will be able 
to propose a lower price than their competitors, and thus presumably be more 
likely to attract buyers. So, in a perfectly free market, there are, at any given 
moment, winners and losers among the producers. And those who would lose 
consistently would eventually be forced out of business.
 However, it is crucial to remember that no producer is, or ever has been, 
primarily interested in being more competitive than others producing the 
same item, that is, producing the item at lower total cost than all others. Pro-
ducers are interested rather in maximizing profit, which depends on the dif-
ferential between the price at which they can sell the item and the total cost 
of its production. Producers who are not competitive in terms of the cost of 
production can still be, and quite often are, those who garner the most profit. 
This depends on their being able to obtain relative monopolies, either in the 
world market or in particular local markets. And these relative monopolies 
are dependent on state actions of various kinds. Capital accumulation is not 
about free enterprise but about monopolies.
 Furthermore, we know that buyers do not always purchase the item that 
is priced lowest, even if we hold quality constant. A buyer may prefer his or 
her customary seller, for what are often erroneously defined as economically 
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irrational reasons. Actually, buyers may be subordinating short-term advan-
tage to middle-term advantages—for example, greater reliability of a particu-
lar seller, or unwillingness to be at the long-run mercy of the particular seller 
who offers the lowest price. But if the price differential is significant, most 
buyers will give way over time to short-term economic self-interest, and the 
“efficient” seller of the moment will win out. This is indeed the main ideologi-
cal argument for laissez-faire, that it benefits the buyer.
 In general, the so-called efficient producers obviously favor open frontiers 
and put their political weight within countries to get governments to do what 
they can to achieve this. Indeed, whole countries may find that, overall, open 
frontiers favor the interests of at least the majority of their producers, and 
hence decide to push for free trade. We see this, at the present time, in the 
general policy of the U.S. government, which argues in favor of free trade in 
multiple arenas—for example in the WTO, in regional trade pacts such as 
NAFTA, and bilaterally with individual states.
 The problem, as the U.S. government presently realizes, is that other coun-
tries may have “comparative advantage” (to use the Ricardian concept) in 
certain goods, and expect the United States, or any country to which they 
might open their frontiers, to reciprocate by opening its frontiers in turn to 
the goods of the other countries. To take the most obvious examples, many 
countries in the South can today produce many agricultural products and 
many varieties of textiles at lower cost than U.S., or for that matter, Western 
European, producers.
 Were the United States (and Western Europe) to permit the import with-
out conditions of these products, the result would be that agricultural and tex-
tile producers in the United States and Western Europe would find it difficult, 
sometimes impossible, to compete in the home market, and would therefore go 
out of business or at least be forced to reduce production. And this would hurt 
not only the owners of these production units but those employed in them. As a 
consequence, there results considerable political pressure on the United States 
and Western European governments not to open their frontiers in this way, or 
at least to limit seriously the degree to which they open them. But, in this case, 
we are faced with a situation in which the United States and Western Europe 
(more generically, the countries of the North) would be asking the countries 
of the South to open their frontiers without adequate reciprocity. And, even 
given the disproportionate political power of the states of the North and of 



86 Chapter 4

the South, the latter tend to be very resistant to such a lopsided arrangement, 
which is quite understandable.
 If there are barriers to crossing borders, there are ways to get around 
them—for example, by transferring the location of a key part of the commod-
ity chain within the frontiers of the target country of final sale. Another way 
is to launder parts of the chain (in the same way that one launders money) so 
that they appear to be products of one country when they are in fact products 
of another, and in that way circumvent laws that require that a certain per-
centage of the final product be produced in the country of final sale, or at least 
in a restricted list of countries.
 Because there are so many ways to play games with commodity chains, we 
have situations in which one set of producers in a country of final sale wants 
laws that are directly contrary to those preferred by another set of producers 
in the same country. The political pressures at this point go in opposite direc-
tions. In addition, to the extent that there are significant electoral contests in 
a given country, pressure from the workers within production units can play 
an important political role, and these pressures too, of course, can also go in 
opposite directions.
 Furthermore, as is obvious, wherever there is a commodity chain, it is pos-
sible for units of the chain to be linked to each other under the aegis of a single 
owner. This is called vertical integration and has a number of advantages. In 
the first place, it guarantees supply between the lower (or earlier) unit and 
the higher unit in the chain. This may occasionally be crucial in situations of 
uncertain supply, whether because of scarcity or because of potential political 
constraints. In the second place, it may enable a given producer to obtain a 
quasi-monopoly at some point in the commodity chain and hence guarantee 
that the owner of this nexus can obtain a particularly large share of the overall 
surplus value generated within a chain.
 In the third place, and perhaps most important, it may enable a producer 
to minimize tax transfers to particular states by playing games with the sales 
price of items going between two elements in the chain, both of which are 
owned by the same company but located in different political jurisdictions. 
In the continual struggle between states and their need for tax revenues and 
producers and their desire to reduce their tax burden, the transnational na-
ture of the commodity chain is one of the best weapons at the disposal of the 
producers. I would go so far as to say that, without it, the likelihood of serious 
accumulation of capital would be radically reduced.
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 In consequence, one cannot make sense of decisions by particular produc-
ers in a commodity chain without first taking into account the geopolitical 
situation, the worldwide struggles of social movements, and the fluctuations 
in the governing geocultural norms. Take, for example, one of the clichés of 
the 1980s, which is still regularly reproduced: TINA—there is no alternative, 
that is, no alternative in the face of a new phenomenon called “globalization.” 
This is, of course, on its face, utter nonsense. There are always alternatives. 
Indeed, this last statement, that there are always alternatives, is one of the 
few sociological assertions that seems to me self-evident. Furthermore, as I 
have long argued, what is called globalization is in no way new, if by new one 
means something that is less than fifty years old (Wallerstein 2000b).
 Let us therefore analyze what we mean by TINA. It was a slogan launched 
by Mrs. Thatcher and reflected an ideological push of certain countries and 
capitalist forces to persuade intellectuals, media, social movements, and ulti-
mately governments to abandon their previous belief in developmentalism. 
Developmentalism, a doctrine propagated by almost everyone in the period 
1950–1970, is the belief that all countries can “develop” and attain the standard 
of living of the presently richest countries by appropriate government action. 
This doctrine was as absurd as the neoliberal slogan of TINA (Wallerstein 
1988). I do not intend here to trace the history of the two successive rhetorical 
traps (see Wallerstein 2005). I merely wish to underscore the degree to which 
what is rhetoric has had a great impact on actual governmental decisions, and 
has in turn had a great impact on the practices and decisions of actual produc-
ers in actual commodity chains.
 In the gamut of possibilities for governments to choose between the ex-
tremes of total protectionism and total openness of frontiers, developmental-
ism pushed governments toward the protectionist option and globalization 
toward the openness option. Of course, we have to distinguish among states, 
because states in the North and those in the South made, had to make, differ-
ent choices within the framework of each of the rhetorics. Nor can we leave out 
the pressures exerted by the geopolitics of military confrontation. It is quite 
clear that the United States tolerated many protectionist decisions of Western 
Europe, Japan, South Korea, and Taiwan as part of its effort to strengthen its 
political and military position within the framework of something we call the 
Cold War. And of course, the Soviet Union did the same with its allies.
 The same remains true in the framework of what since 9/11 has been called  
the “war on terror.” In 2005, the United States government placed much pressure 
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on Western Europe not to lift the arms ban on China and not to sell certain 
items to Iran, to take the most obvious examples. Considerations of com-
petitiveness in the relevant commodity chains were entirely ignored, as they 
were in the massive expenditures of the U.S. government in Iraq. In the global 
economy of 2005, such pressures accounted for a great deal more of the value-
added, and its distortions, than anything that has to do with TINA.
 Then there is the small question of currency rates of exchange. The prices  
of U.S. goods in the world market are fundamentally affected by the state of 
the U.S. dollar, a function in turn of budgetary decisions of the U.S. govern-
ment, both the executive and legislative branches. And these budgetary deci-
sions are dictated by a whole series of considerations, one of the least of which 
is maximizing the competitiveness of U.S. producers. Although in theory the 
rates of exchange of any currency are determined by world market conditions, 
who believes in such a fairy tale? They are determined by political power, and 
the jostling that goes on constantly is decided by real power. No doubt the 
power is exercised in part in terms of creating favorable economic benefits in 
the middle run, but first of all, only in part, and second with only middling 
prospects of success.
 Remember also the small issue of environmentalism. There are first of 
all some strong aspects of the environment that constrain the market, in the 
short run, in the middle run, in the long run. Climate, for example. As a re-
sult, we have governments making decisions as to whether they should or 
should not increase costs to producers (by taxation or by requiring them to 
internalize certain costs). And different governments, as we know, are making 
different decisions. These decisions are affected by the pressures of produc-
ers but also by those of social movements, and even of consumers. This has 
absolutely nothing to do with competitiveness, in the simple sense that the 
ecological problems we are encountering are in part, probably in large part, 
the result of producers seeking to maximize their profits by ignoring the eco-
logical damage they have been causing. The Kyoto Accords may have far more 
impact on the ability of given firms to succeed in the market than instituting 
the latest improvement in organizational management. But the producers do 
not directly decide on the measures incorporated in the Kyoto Accords.
 There is much discussion these days of the fact that workers in the North 
are claiming unfair loss of jobs as a result of the poorer working conditions in 
the countries of the South, conditions that enable producers in the South to 
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pay lower wages. They often call for worldwide labor standards or worldwide 
wage minimums. They assume that such measures would increase the costs to 
producers in the South, thus making them less competitive, and hence allow-
ing producers in the North to continue to employ their present workforces. 
This is perhaps analytically correct. And it may even be morally or politically 
justified or wise or desirable. The point, however, is that it has nothing to do 
with TINA, or with competitiveness in some absolute sense. These are political 
positions, exercised via the states. And they are justly called protectionism.
 The alternative of protectionism is one that virtually every government in 
the world today is currently exercising. The only ones who exercise it mini-
mally are those who are too weak politically to exercise it. Of course, there 
is protectionism and protectionism, as there is free trade and free trade. But 
we get nowhere in our political analyses by accepting the slogans. And we get 
nowhere in our analyses of the world-economy if we fail to include such cen-
tral issues. The Federal Reserve Bank of the United States claims to make its 
crucial decisions on the basis of the real underlying trends of the economy. So 
do the OPEC oil ministers. But it is they, as much as anyone, who are creating 
many of the so-called real underlying trends. And they do so in terms of some 
narrow self-interest that constitutes political options.
 Studying commodity chains is for the political economist something like 
observing the operations of the human body by means of multiple tests for the 
physician or looking through the Hubble telescope for the cosmologist. We 
are measuring indirectly and imperfectly a total phenomenon that we cannot 
see directly no matter what we do. The point however is to figure out how this 
total phenomenon operates, what are its rules, what are its trends, what are its 
coming and inevitable disequilibria and bifurcations. It requires imagination 
and audacity along with rigor and patience. The only thing we have to fear is 
looking too narrowly.
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mUCh oF the theore tiC aL and ConCeP tUaL aPPar atUs 
that we use in commodity chain research today is derived from 

studies of manufacturing chains. These studies have greatly advanced our 
understanding of commodity chains, but their findings may not always be 
applicable to other types of chains. There is now a substantial and growing 
body of literature on agricultural chains, and specifically on tropical com-
modity chains.1 This chapter provides an overview of this literature, with a 
focus on the ways in which its findings can add to an understanding of com-
modity chains that has been derived primarily from the study of manufactur-
ing chains. In the process, I identify the “comparative advantages” of tropical 
commodity chain analysis, that is, those aspects of commodity chains as or-
ganizational forms and as units of analysis that the study of tropical com-
modity chains is particularly well-suited to address. It will also suggest some 
future directions for commodity chain analysis.
 Arguably, the most significant comparative advantage of tropical commod-
ity chains is their North-South orientation. Because of the nature of these crops, 
they can only be profitably produced in the tropics, that is, the global South. 
They are consumed mainly in the North, however. Further, many of the major 
tropical commodities were key items in the old colonial trade, and therefore 
the means through which the areas that became the South were originally in-
corporated into the world economy. Analysis of the structures of tropical com-
modity chains thus provides insights into the nature of relationships between 



94 Chapter 5

the core and periphery, and into the structure of international inequality and 
how it has been maintained over long historical periods. Of course, tropical 
commodity chains are not the only ones linking North and South, and analy-
ses of other types of chains can also help us to understand core-periphery 
structures. However, I would argue that these structures cannot be completely 
under stood without consideration of the tropical commodity chains. There-
fore, in this discussion I will focus primarily on tropical and other similar 
agricultural chains.
 I will organize this discussion under five general subtopics:

1. The rootedness of tropical chains and the analysis of their environmen-
tal impacts

2. The necessity of analyzing the entire chain and its implications for 
governance structures

3. The importance of including actors other than transnational corpora-
tions (TNCs), such as states, social movements, and nongovernmental 
organizations (NGOs), in considering the governance structures of 
chains

4. The importance of following the money along the chain
5. The value of comparative analysis for identifying the ways in which 

differences in the structures of chains influence the distribution of 
benefits along them2

rootedness

Tropical commodity chains are literally rooted in specific locations within the 
tropics because the crops thrive in particular ecological niches. We can trace 
the chains back to these locations and analyze their social, cultural, economic, 
and environmental impacts. It is tempting to contrast this rootedness of tropi-
cal chains with the rootlessness of chains for manufactured goods such as 
apparel and autos; however, as I discuss further on, the apparent rootlessness 
of manufacturing chains is a result of the failure of scholars to consider the 
entire chain in their analyses. All commodity chains, then, are rooted, in the 
sense I am discussing here, in some extractive activity taking place in spe-
cific geographic locations. Their intermediate processing and manufacturing 
stages may be relatively rootless, depending on the nature of the commodity 
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involved and the ways in which the different stages are linked. But generally, 
only agricultural commodity chain analysts have incorporated these extrac-
tive activities and the locations in which they take place into their analyses3 
(compare Smith and Mahutga, Chapter 3 in this volume).
 The rootedness of tropical and other agricultural chains has driven the 
many efforts to connect production and consumption in commodity chains. 
For example, analyses of the fresh fruit and vegetable (FFV) chains linking 
African producers and European markets have shown how the use of fresh 
“exotic” fruits and vegetables as a means to draw higher-income consumers 
into British supermarkets has led to a consolidation of growers and shippers 
in African producing regions such as Kenya and Zimbabwe (Dolan and Hum-
phrey 2000). Working in the opposite direction, Gellert (2003) has shown how 
strategic alliances between the Indonesian state and (crony) capital, and be-
tween Indonesian and Japanese capital, allowed Indonesian timber and ply-
wood producers to dominate the Japanese market for a decade.
 Another aspect of rootedness is the way in which the characteristics of 
the commodity influence the structure of the chain. For the tropical com-
modities, the nature of the initial processing that is needed immediately after 
harvesting affects the scale of these processing operations and who controls 
them. For example, coffee and cocoa can be processed in small batches with 
rudimentary technology, whereas sugar and tea processing use machinery that 
requires a large and continuous input in order to operate efficiently. Although 
all of these commodities were originally established as plantation crops by the 
colonial powers, economies of scale determined how production evolved after 
independence. Therefore coffee and cocoa now tend to be grown by small-
holders, and sugar and tea have tended to remain plantation crops controlled 
by foreign owners. In either case, state intervention can alter these influences. 
Thus state support in the form of roads and local collection stations was cru-
cial to the rise of smallholder tea cultivation in Kenya, whereas state action to 
maintain control over land and indigenous people was key to the maintenance 
of a plantation system in Guatemalan coffee production (Talbot 2002, 2004; 
Paige 1987).
 For many tropical and other agricultural commodities, these initial pro-
cessing stages are relatively rooted, in that they cannot be moved too far from 
where the crop is grown. Other stages that are further removed from the grow-
ing stage, such as the roasting of coffee and the refining of sugar, are relatively 



96 Chapter 5

rootless. In contrast, even the initial processing stages of many mineral com-
modity chains are relatively rootless, because bauxite or iron ore can be taken 
out of the ground and shipped elsewhere for its initial processing.
 One of the most important potential outcomes of this focus on the roots of 
commodity chains is the analysis of environmental impacts. For instance, in 
my analysis of the coffee commodity chain, I have shown how the consolida-
tion of the coffee TNCs in the 1980s led to demand for increasingly large vol-
umes of consistent-quality coffee. This demand was met by efforts in coffee-
producing countries (particularly in Latin America) to increase production 
through technification—the adoption of green-revolution-type high-yielding 
varieties. Accompanying technification was an increase in intensity and scale 
of cultivation and an increased use of chemical fertilizers and pesticides that 
had severe environmental impacts: clearing of shade trees that provided criti-
cal bird habitats and increased organic runoff into lakes and streams (Talbot 
2004). However, few commodity chain analysts have integrated environmen-
tal impacts into their analyses.
 Efforts to make connections between production and consumption, and 
to incorporate environmental factors into the analysis, are apparent in the 
growing literature on organic and fair trade, or more generally, sustainable 
production (for example, Murray and Raynolds 2000; Raynolds 2002, 2004; 
Renard 1999b; Levi and Linton 2003; Taylor 2005). Most of these analyses have 
focused on the tropical commodities, primarily coffee and bananas. This is 
related to the North-South orientation of these chains, and therefore the abil-
ity of tropical commodity chains (and especially Northern control of such 
chains) to act as potent symbols of neocolonial domination. As more affluent 
consumers in the North become concerned about the social and environmen-
tal impacts of their consumption, they are drawn into these “ethical” chains 
as a way to counteract the more destructive aspects of the global food system 
(see Chapter 9, by Guthman, in this volume).
 However, these analyses do not connect variations in the degrees of envi-
ronmental damage caused with variations in the structures of the commodity 
chains. Although they contrast the environmental damage caused by conven-
tional chains with the lower environmental impacts of sustainable chains, 
they do not show how these differential environmental impacts result from 
differences in chain structures. In my analysis of the coffee commodity chain 
(Talbot 2004), I have discussed the technification of coffee production, par-
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ticularly in Latin America. This process was driven, in part, by the state coffee 
agencies that controlled the production end of the chain and attempted to 
increase the crop yields (and thus revenues) by applying “modern,” scientific 
methods of cultivation. This changed the input-output structure to one that 
was more environmentally damaging, but one that also meshed better with 
the demand for increasing volumes of consistent-quality coffee by the consoli-
dated TNCs.
 Therefore the first comparative advantage of tropical commodity chain 
analysis is that it includes the extractive beginnings of the chain. It thus is 
particularly well-suited to analyzing how the nature of the commodity influ-
ences the structure of the chain, and how the structure of the chain deter-
mines its environmental impacts. Although there has been some work in the 
first of these areas, the second has been relatively neglected.

analyzing the entire Chain

There are good reasons why analyses of manufacturing chains tend to exclude 
the extractive beginnings of the chains (Raikes, Jensen, and Ponte 2000). The 
apparel or auto chains are complex enough as they are; to go back to the pro-
duction of the various fibers, buttons, and zippers in the apparel chain or to 
the various metals, rubber, and glass involved in the auto chain would add 
another, even more complex, layer to the story. In effect, it would involve the 
analysis of another whole set of commodity chains. However, this character-
istic of manufacturing chain analysis has had significant repercussions for the 
large literature that has grown up regarding the governance of commodity 
chains.
 Gereffi’s (1994) original distinction between producer-driven and buyer-
driven chains turned out to be extremely useful for understanding governance 
in manufacturing chains. However, it created problems for analysts working 
with tropical chains. I wrestled with how to apply these two categories in my 
work on the coffee chain, for example. The coffee chain seemed to have aspects 
of both producer-driven and buyer-driven governance. On the one hand, the 
coffee TNCs acted as the large apparel firms in the buyer-driven chains. They 
concentrated on designing and marketing their products and controlling their 
markets through branding and advertising. They used global sourcing strate-
gies to manage their risk and obtain supplies of coffee at the lowest prices, 
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while maintaining the consistent tastes of their proprietary blends. On the 
other hand, the coffee TNCs did engage directly in manufacturing their prod-
ucts, using capital-intensive and technologically sophisticated methods (for 
example, computer-controlled, large-scale roasting and freeze-dried instant 
coffee production). Although they contracted out the production of the com-
ponents they needed for their manufacturing operation (the different vari-
eties of coffee to be blended), the contract suppliers in this case were large 
international trading houses (compare Ponte 2002). Other analysts grappled 
with similar problems when trying to apply the producer-driven versus buyer-
driven governance schema to various kinds of nonmanufacturing commodity 
chains (for example, Clancy 1998; Raikes and Gibbon 2000; Raikes, Jensen, 
and Ponte 2000; Gellert 2003).
 Gibbon (2001a, 2001b) introduced a third type of governance structure to 
deal with some of these difficulties: the international trader-driven chain. This 
type accurately described the governance of many tropical chains, as the same 
large trading houses have typically dealt with a range of tropical commodi-
ties, such as coffee, cocoa, and sugar (but not tea or bananas). However, the 
additional clarity provided by the introduction of this third type of gover-
nance structure came at a cost; it neglected the portion of the chain beyond 
the traders—namely, the stages of final production and sale to consumers. By 
the 1990s, the major TNC roasters, not the international traders, were clearly 
driving the coffee chain, and the former had the power to influence the behav-
ior of the latter (Ponte 2002). Similarly, although the cocoa trader-grinders 
occupied a more important position in the cocoa chain than did the traders 
in the coffee chain, the major chocolate manufacturers still exerted a major 
influence over the structure of the chain (Fold 2001, 2002). So as a description 
of the overall governance structures of tropical commodity chains, the inter-
national trader-driven designation had serious shortcomings.
 In fact, the problem with Gibbon’s proposed international trader-driven 
governance structure highlights the overall weakness of the original pro-
ducer-driven versus buyer-driven dichotomy: none of these governance 
structures characterize the entire chain. These analysts were able to posit a 
typology of governance structures that purportedly encompassed whole com-
modity chains only because they had restricted their focus to particular parts 
of those chains. Gereffi excluded the extractive beginnings of his manufactur-
ing chains, and Gibbon excluded the marketing and retail activities at the end 
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of his primary commodity chains. In other words, both analyzed their respec-
tive commodity chains with reference to an overarching governance structure 
that supposedly defined the chain in its entirety, but in reality applied only to 
a particular segment.
 Gereffi’s recent work has acknowledged some of these difficulties. Gereffi, 
Humphrey, and Sturgeon (2005) argue that the producer-driven versus buyer-
driven dichotomy fails to capture newer forms of network governance that 
have recently arisen (see also Chapter 1, by Bair, and Chapter 6, by Sturgeon). 
They elaborate a typology of five governance structures ranging from market 
to hierarchy, with three different types of network governance in between. 
However, on closer inspection, these types of governance seem to apply pri-
marily to one transaction linking two successive nodes in the chain, rather 
than being forms of governance characterizing larger segments of the chain 
(Gibbon 2003a). This focus on individual links of the chain is an important 
contribution because it allows for the recognition of multiple forms of gover-
nance (and the role of multiple governing agents, as I explain further on) along 
a chain, but it is too micro-oriented and does not address the problem identi-
fied earlier regarding the need to understand the relationship between the dif-
ferent governance structures that often coexist and sometimes conflict along a 
single chain. Thus we are still in need of a better typology that can simultane-
ously capture the governance structures characterizing larger segments of (and 
not just individual links in) a chain without oversimplifying the complexity of 
governance forms that can be found in a chain (Gibbon 2003a).
 I would suggest that the way to approach this problem is to use a strategy 
similar to that of Gereffi, Humphrey, and Sturgeon (2005) and begin to iden-
tify the key underlying variables that determine differing governance struc-
tures. Because the nature of the commodity may influence the governance 
structure, as a preliminary step we will need to distinguish between agricul-
tural, mineral, manufacturing, and services chains. We may need further sub-
divisions of these broad types as well. Then we should differentiate between 
different types of governing agents, such as vertically integrated firms, brand-
ing and marketing firms, states, and NGOs. In addition, we might identify the 
different types of rules or conventions relevant to the governance of a chain, 
and ascertain whether governance is “tight” or “loose” (Gibbon 2001b), or as 
Ponte (2002) puts it, the chain’s “level of drivenness.” This approach would al-
low us to build up a more encompassing typology of governance structures to 
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facilitate analyses of new commodity chains. Finally, the preceding discussion 
has pointed to another important variable that must be considered when ana-
lyzing governance, which is the breadth of a particular governance structure 
across the length of the chain (in other words, how long the segment is that is 
covered by it).
 Therefore the second comparative advantage of tropical commodity chain 
analysis is that it encompasses the entire commodity chain. It thus is more 
likely to encounter different segments of a chain with different governance 
structures. This provides opportunities not only to develop a more complete 
typology of governance structures but also to analyze how different gover-
nance structures interact and are accommodated to one another at the points 
along the chain where they intersect. Here again, although work is progress-
ing in the former area, the latter is relatively neglected.

actors other than tnCs

If we are going to analyze entire commodity chains and recognize that dif-
ferent segments of a chain may have different governance structures, then we 
should also recognize that different types of governing agents may be involved 
as well. Gereffi’s (1994, 1995) original distinction between producer-driven and 
buyer-driven chains focused on the roles of lead firms, which were typically 
transnational corporations (TNCs). Other actors were relegated to the institu-
tional framework in Gereffi’s formulation, viewed as players whose influence 
was limited to setting the conditions under which the TNCs decided how to 
structure the chains. This focus probably makes sense for most manufactur-
ing chains, but is not appropriate for tropical and other agricultural commod-
ity chains. As Raynolds (2004) has pointed out, agri-food chains have his-
torically been among the most heavily (state-) regulated chains in the world 
economy.4

 The insight that different segments of a chain can have different gover-
nance structures leads directly to the insight that different segments can be 
governed by different actors. In the case of many tropical commodities, state 
agencies and marketing boards were the major governing agents for the ex-
tractive ends of the chains, at least during the period of international regula-
tion stretching roughly from the 1950s to 1990 (Gibbon 2001b). These agencies 
set and monitored the quality standards for growers and processors, helped 
growers to meet the standards through agricultural extension services, and, 
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through their pricing policies, determined the distribution of benefits within 
this segment of the chain. Through their participation in international bodies 
regulating the trade (International Coffee Organization, International Cocoa 
Organization, and so on), and through their international marketing arms, 
they were able to influence the world market prices for their commodities. 
As I pointed out in my analysis of coffee (Talbot 2004), the point at which 
the producing state-governed segment of the chain met the TNC roaster- and 
trader-governed segment became the major focal point for North-South con-
flict over the regulation of the coffee commodity chain and the distribution of 
benefits along it.
 Other tropical commodity chain analysts have also emphasized the key 
role of the state in commodity chain governance, particularly within periph-
eral countries. For example, Gellert (2003) shows that action by the Indone-
sian state was crucial to the formation of a successful plywood export indus-
try, first by banning the export of raw logs, second by sponsoring the creation 
of a plywood industry association, and third by helping to discipline the pro-
ducers to follow the association’s rules. Rammohan and Sundaresan (2003) 
demonstrate how the differing policies of two Indian states created differing 
structures in the coir commodity chain. The nonintervention of Tamil Nadu 
state into coir processing facilitated the development of a large-scale, capital-
intensive coir fiber industry in the 1970s. However, in Kerala, a traditional cen-
ter of coir production, a more interventionist state had prevented the devel-
opment of large-scale mechanized coir fiber factories in the 1950s and 1960s 
in order to protect employment of coir workers. The analysis by Rammohan 
and Sundaresan also shows how even seemingly unrelated state policies can 
influence the rules governing a chain. Land reform in Kerala undermined the 
power of large landlords who had controlled the supply of coconut husks and 
the access to backwater sites used for retting (the first stage of coir process-
ing). This loosened patron-client ties and controls that the landlords had ex-
erted over coir workers and allowed the rapid unionization of the industry. 
Finally, when technological upgrading of the Kerala industry was undertaken 
in the 1990s, it also was state-led.
 Analyses of organic and fair trade chains have pointed out the key roles 
played by social movements and NGOs in chain governance. For example, Ray-
nolds (2004) describes the standard-setting role of the International Federation 
of Organic Agriculture Movements (IFOAM) in organic food chains. Adher-
ence to these organic standards is certified by IFOAM-accredited certification 
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agencies, although this role is increasingly being taken over by states. Levi and 
Linton (2003) describe the very similar governance structure of the fair trade 
coffee chain, in which the standards are set by the Fairtrade Labeling Organi-
zation (FLO), but certification in this case is carried out by the FLO member 
organizations. Interestingly, although states have been involving themselves 
in enforcing the organic standards, they have stayed away from fair trade 
(with its implicit claim that so-called “free” trade is unfair).
 The examples of organic and fair trade chains also raise another issue 
about the scope of commodity chains requiring further clarification. Chains 
may be segmented vertically, as discussed earlier, but they may also be seg-
mented horizontally. For example, fair trade coffee, specialty coffee, and in-
dustrial coffee all have analytically separable chains with different structures 
and types of governance; however, they are all part of the larger coffee com-
modity chain. To add even more complexity, the industrial coffee chain has a 
fork in it after the green coffee stage; one branch leads to roasted and ground 
(R&G) coffee and the other leads to instant coffee. These branches have differ-
ent structures implying different outcomes and developmental prospects for 
producing countries.
 Commodity chain analysts, myself included, have been very imprecise in 
our application of the term commodity chain to all of these different types of 
units, but more precision is needed. I have sometimes used the term strand to 
refer to these horizontal segments, whereas Sturgeon (2001) introduced the term 
thread. However, Sturgeon’s usage seems to imply that all threads of the chain 
have similar structures and governing agents, whereas this is not true for fair 
trade, specialty, and industrial coffees. I would suggest that we use Sturgeon’s 
term thread as he has defined it (but without the assumption that all threads 
are necessarily similar in structure, in which case R&G and instant would be 
threads), and introduce the term strand to denote horizontal segments that are 
more distinct, as exemplified by the differing governance structures charac-
terizing fair trade, specialty, and industrial coffees. At the same time, I do not 
think it would be accurate to consider these strands of the coffee chain as sepa-
rate chains because their structures and forms of governance are mutually con-
ditioning, meaning that the study of how different strands relate to each other 
and to the larger commodity chain of which they are a part is one important 
task for chain analysts.
 Therefore, in developing a typology of governance structures for chains, 
we need to pay attention to the nature of the governing agents and recognize 
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that TNCs are not the only possible governing agents, given that states and 
other social actors may also play important governing roles (Raikes, Jensen, 
and Ponte 2000). We should recognize that chains can be segmented both 
vertically and horizontally, and that different segments may have different 
types of governing agents and governance structures. Furthermore, we should 
acknowledge the possibility that different types of agents can play different 
types of governing roles within the same segment of a chain, leading to pos-
sible conflict between these agents (Kaplinsky 2000b). Tropical commodity 
chains, because of the variety of governing agents and governance structures 
that characterize them, have a key role to play in this project.

Following the money

One of the most important questions in commodity chain analysis is, Who 
benefits? The structures of chains, their geographical distribution, and their 
forms of governance all have implications for the distribution of benefits along 
the chain. The distribution of benefits, in turn, has implications for economic 
development, the extraction of surplus, and international inequality. As I have 
argued earlier, one of the most important advantages of tropical commod-
ity chains is their North-South linkage, which makes them ideal for studying 
these questions. The relatively simple structures of these chains, compared to 
those for manufactures, also facilitate this type of analysis.
 Conceptually, we can think of commodities as flowing from the extractive 
end to the consumption end of the chain, and money as flowing back in the op-
posite direction. The actors that exercise governance over segments of the chain 
set rules that influence how commodities and money flow through their respec-
tive segments, and thereby, how the money is distributed within those segments. 
Participants in the chain segment cooperate or come into conflict with other 
participants and governing agents in attempts to alter this distribution. Govern-
ing agents and other participants may also attempt to influence how commodi-
ties and money flow through adjoining segments of the chain, creating conflict 
and cooperation across chain segments, particularly at points along the chain 
where different governance structures intersect. Most commodity chain analy-
ses to date have concentrated on analyzing the flows of commodities. However, 
measuring the flows of money along the chain, how much is allocated to differ-
ent nodes, and how this amount is divided between compensation to factors of 
production and profits, is one of the most important tasks of commodity chain 
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analysis. Changes over time in these distributions of benefits are key indicators 
of changes in the structures of chains and of shifts in power along them.
 I was fortunate in my analyses of the coffee chain to have access to a rela-
tively long time series of good data on prices at key points along the chain, 
which enabled me to do this kind of analysis.5 I was able to show how the 
distribution of benefits along the chain changed over time, in response to 
changes in the structure and governance of the chain. In particular, I showed 
that producers’ collective action and the resulting international regulation of 
the chain led to increased levels and stability of benefits flowing back to the 
producing countries. Once the coffee TNCs had consolidated their control 
over the consuming markets and international regulation had collapsed, the 
shift of benefits away from producing countries and to the TNCs was massive 
and rapid (Talbot 1997b, 2004).
 Because of the availability of data, the analysis of the distribution of bene-
fits has gone farthest in coffee (for example, Fitter and Kaplinsky 2001b). There 
are a few other tropical commodity chain analyses that attempt to estimate 
the distribution of benefits along the chain (for example, Roche 1998 for ba-
nanas), but they are generally snapshots at one point in time. It is not possible 
from these estimates to link changes in structure and governance to shifts in 
benefits. We need more longitudinal analyses of the distribution of benefits, 
and this means undertaking the task of constructing time series of prices for 
other commodity chains. These data are difficult to obtain, particularly for 
chains in which vertically integrated TNCs are involved, but they are neces-
sary for our understanding of the dynamics of commodity chains (Raikes, 
Jensen, and Ponte 2000).
 Therefore the third comparative advantage of tropical commodity chain 
analysis is that it is easier to follow the money in these chains than it is in 
manufacturing chains. Tropical and other agricultural chains should be used 
to build up our conceptual and methodological capabilities for analyzing the 
flows and distribution of money along chains, which can then be applied to 
manufacturing and other more complex chains. Much work remains to be 
done in this area.

Comparative analysis

Most commodity chain analyses thus far have been case studies of one chain. 
We have learned a lot from these studies, but the case study approach can only 
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take us so far. The conclusions drawn from case studies are always tentative. 
We can never be sure that the analysis has identified the key factors that ac-
count for the structure of the chain or the distribution of benefits along it, 
and why these might change over time. The conclusions may be idiosyncratic, 
based on the peculiarity of one case, with little or no general applicability. 
That is why we need to move to comparative analyses of commodity chains. 
By comparing chains, we can begin to see how differences in the structures 
of chains cause different outcomes. Most people working in the field of chain 
research recognize this need (such as Sturgeon 2001), most notably the value 
chains group at the Institute of Development Studies at Sussex. However, case 
studies of one chain are difficult enough, and comparative studies are at least 
doubly so. Nonetheless, some comparative studies are beginning to appear. A 
brief look at a few examples shows the advantages of comparative analysis.
 In my comparative analysis of coffee, cocoa, and tea (Talbot 2002), I was 
able to identify two structural features of chains that influenced possibilities 
for upgrading: the economies of scale in the initial processing stages, and 
the relative point along the chain at which the intermediate product first be-
comes storable and transportable. Economies of scale in initial processing 
determined whether locally controlled smallholder production or foreign-
controlled plantation production predominated. When the latter predomi-
nated, actors in the producing countries had to struggle to gain control over 
local production before they could upgrade, making upgrading more difficult. 
The closer to the consumption end of the chain that a storable intermediate 
product first appeared, the easier it was for actors in developing countries to 
control the stages up to that point, and therefore, the easier was the task of up-
grading. Within these parameters, relative successes or failures of upgrading 
attempts in different countries depended on effectively aggressive state action, 
the existence of a capable local capitalist class, and the size of the domestic 
market for the final product.
 Daviron and Gibbon (2002) compared cotton, coffee, and cocoa to show 
that the extent to which a chain is characterized by a buyer-driven gover-
nance structure depends on the degree of TNC control over the final consum-
ing market for that product. For both coffee and cocoa, when consolidation 
among TNCs has occurred, the chains have become more buyer-driven; in the 
case of cotton, when such consolidation has not occurred there has not been a 
noticeable trend in this direction. Degree of buyer-drivenness in turn, in com-
bination with the distribution of capacities for collective action and technical 
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innovation, helps to determine the locus of control over product differentia-
tion. In cocoa, with high buyer-drivenness, the TNC grinders have captured 
control over product differentiation with technical innovations that allow 
them to generate diverse intermediate products independent of the origins of 
the cocoa (with the exception of Ghanian cocoa). In cotton, with much lower 
levels of buyer-drivenness, Zimbabwe was able to establish itself as a producer 
of high-quality cotton and thereby differentiate itself from other cotton grow-
ers by preserving its national quality control system following liberalization. 
Finally, in coffee, with high buyer-drivenness, the development of specialty 
coffees has allowed producing countries to retain more control over product 
differentiation (for example, through the creation of “single estate” coffees 
such as La Minita Terrazu), although roasters have gained control over differ-
entiation for bulk, industrial coffees, which depend on blends of coffees from 
several different origins. Control over product differentiation matters because 
it allows actors to target particular niche markets and receive higher prices, 
thereby appropriating larger shares of the money flowing along the chain, in 
the form of what Kaplinsky (1998) calls “product and marketing rents.”
 In contrast, Freidberg’s (2003b) study of fresh vegetable production in 
Zambia and Burkina Faso shows that similar buyers do not necessarily drive 
chains to the same degree or in the same way. Her study highlights the im-
portance of differences in colonial history and in cultural attitudes about 
food and food production for the structures and governance of commodity 
chains. In Zambia, the agricultural sector is dominated by large-scale white 
settler farms. The fresh vegetable export sector is controlled by two large ver-
tically integrated export firms, which supplement their own production by 
buying from white contract farmers. The chain looks very much like the one 
described by Dolan and Humphrey (2000) for Kenya, strongly driven by the 
British supermarkets with their rigid “industrial” quality standards, overseen 
by agents of the supermarkets who visit the export firms to inspect their pro-
duction practices.
 However, the fresh green bean chain connecting Burkina Faso and France 
varies considerably from this model. Although supermarket chains dominate 
both the British and French retail food markets, the French supermarkets 
have a different relationship to their African suppliers. French shoppers are 
not as enamored of food in plastic packaging as are their British counterparts; 
their standards of quality rely more on relations of trust developed over time 
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between the direct producers and the traders who bring the product to the 
consumer. French supermarkets purchase loose beans in bulk and leave the 
importing to French import firms with long histories of working in Africa, 
who supply a diverse range of clients besides the supermarkets and are there-
fore adept at juggling a variety of quality standards. Further, the legacies of 
French colonialism and rural development projects have left Burkina Faso 
with an agricultural sector dominated by peasant smallholders, so it is from 
among them that the French importers must seek out trustworthy suppliers. 
In addition, the exporters are local capitalists who act as professional post-
colonial middlemen in a variety of ways. Thus, although the products and the 
structures of the consuming markets are similar, the British strand is highly 
buyer-driven, whereas it is difficult to identify a driving agent in the French 
strand with an analogous “gate-keeping” function, in terms of making access 
to the chain contingent on meeting rigorous standards of the sort imposed by 
British supermarkets.
 Finally, Taylor’s (2005) comparison of Fair Trade coffee with Forest Stew-
ardship Council (FSC) certified wood shows the different outcomes associated 
with different strategies for constructing alternative strands of commodity 
chains. In the latter case, major retailers were involved in the development of 
the “Forest Stewardship” standards, which focus on the social and environ-
mental impacts of wood production rather than on the impacts of the trade in 
wood products. In the case of Fair Trade coffee, NGOs were the initiators, and 
they focused on the impacts of trade on the social and economic conditions of 
the producers. As a result, Fair Trade coffee has returned more benefits to de-
veloping country producers, whereas FSC certification has served as more of a 
risk-management strategy for major retailers, and much of the wood certified 
under this scheme comes from Northern forests.
 In these cases, comparison has sharpened the analysis. It has helped to 
identify those factors that cause differences in the structures and governance 
of commodity chains and the way in which these differences affect the dis-
tribution of benefits along the chain. Case studies of any one of these chains 
individually would probably not have produced such definitive and important 
conclusions. Therefore we need to undertake more systematic comparative 
studies to increase our understanding of the dynamics of commodity chains. 
However, this call for more comparative research is accompanied by a caution 
against codifying a particular approach to comparative analysis, of the kind 
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Sturgeon (2001) has proposed, for example. Comparative commodity chain 
analysis is a relatively new area of research, and there are thousands of chains 
that have not yet been analyzed. The risk of codification at this point is that 
it will focus researchers’ attention on factors or characteristics of chains that 
seem important at the moment, on the basis of the relatively small sample of 
chains analyzed thus far, and thereby result in a neglect of other factors or 
characteristics that may be important in yet unanalyzed chains. At this point, 
it would be best to let each researcher, building on the base provided by the 
existing literature, make his or her own decisions regarding how to approach 
a comparative analysis.

Conclusion

This review has suggested three comparative advantages of tropical com-
modity chain analysis. First, it includes the extractive beginnings of chains. 
Therefore it is well-suited to analyzing the ways in which the nature of a com-
modity influences the structure of its chain, and to analyzing the connections 
between the structure of the chain and its environmental impacts. Second, 
and related to the first advantage, it encompasses analysis of the entire chain, 
often including segments with different governance structures and govern-
ing agents. Thus it can play a key role in the development of a typology of 
governance structures, and in the analysis of how different governance struc-
tures interact along a chain. Third, the relatively simple structures of tropical 
commodity chains make them ideal sites for studying flows of money and the 
distribution of benefits along commodity chains. Some work has been done in 
a few of these areas, but others are relatively untouched. I would suggest that 
tropical commodity chain analyses focused on exploiting these advantages 
will best advance the field of commodity chain research.
 In addition to pointing out the benefits of tropical commodity chain anal-
ysis, this review has suggested three more general areas in which further work 
is needed to advance this field. First, we need to be more precise in defining 
the units that we are analyzing. To date, scholars have been applying the term 
commodity chain loosely to a variety of different units and subunits, including 
chains, segments, strands, and threads. To avoid confusion, particularly when 
pursuing comparative research, we need to develop a classificatory scheme 
that allows us to separate different types of units of analysis, while at the same 
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time having a clearer picture of how they are interconnected. This scheme 
should be open-ended, because there are probably more types of units than 
have been considered here. In part, the problem of defining more precisely 
what constitutes a commodity chain involves defining more precisely what 
can be considered a commodity for the purposes of chain analysis. For in-
stance, the category of fresh fruits and vegetables is probably too broad for 
talking about an FFV chain; however, to talk about a fresh green bean chain is 
probably too narrow a usage of the term.
 Second, we need to develop a more comprehensive typology of govern-
ing agents and governance structures. Governing agents include not only 
TNCs but also states, social movements, and NGOs; again, there are probably 
other types of social actors involved in governance as well. Types of governing 
agents may well be correlated with types of governance structures. To develop 
a better typology of governance structures, I have suggested that we need to 
begin to identify the underlying variables that generate different types of gov-
ernance structures. As we do this, we also need to be explicit about the types 
of units and subunits of the chain that these governance structures cover, and 
focus on the types of conflict and cooperation that arise at the points where 
different governance structures intersect. For instance, although the cotton 
and apparel commodity chains have been analyzed separately, it would be 
more productive to analyze them as two segments of the same chain, to see 
how the different governing agents interact, and how their governance struc-
tures mesh.
 Third, we need more comparative analysis. Comparative analysis can al-
low us to identify differences in the characteristics of commodity chains that 
determine the diversity of outcomes experienced by participants in these com-
modity chains. Comparative analysis should also help us to better understand 
how and why structures of chains, their governing logics, and the distribution 
of money along them change over time. Tropical commodity chain analysis 
may not enjoy a comparative advantage in these areas, but it certainly has a 
role to play in all of them. We need to bring to bear analyses of as many dif-
ferent types of commodity chains as possible on these questions, so that the 
conceptual and methodological tools that we develop are broadly applicable, 
and not specific to only one type of commodity chain.
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reCent ChanGes in the GLoBaL eConomy, esPeCiaLLy the 
rise of East Asia as an economic force, have rendered static no-

tions of permanent dependency and underdevelopment obsolete.1 Regions, 
countries, and individual localities can improve their relative position in the 
global economy. The much-debated question is, How? Sound macroeconomic 
policy, sector-specific industrial development policies, technological borrow-
ing, and firm-level responses to the demands of overseas buyers have all been 
put forward as explanations and prescriptions for rapid industrial upgrading 
and economic development in East Asia and elsewhere. Proponents of these 
different views have debated each other to a standstill, or have simply chosen 
to talk past each other. Could it be that there is no single explanation for why 
places advance, or fail to advance, in the global economy, and that unitary 
explanations will always fall short?
 The specificities of technology, industry, society, and historical moment 
all have the potential of being decisive in shaping individual and aggregate 
outcomes for places, firms, and workers. As a result, the variety that can be 
observed in the global economy is effectively infinite. Given the great com-
plexity that exists in economic systems, any theory that is meant to explain 
and predict outcomes for entire industries, countries, regions, or the global 
economy as a whole should be treated as highly suspect, at best. Because mul-
tiple forces of change are always at play, theory, if used in a totalizing manner, 
can obscure as much as it reveals. But complexity should not lead to the aban-
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donment of theory, or to the development of theories that are so inclusive and 
flexible that they fail to provide any traction.
 It is better, in my view, to develop discrete theoretical areas to deal with 
specific questions. A theory with a modest and clearly defined explanatory 
scope, one that identifies one or a few important causal mechanisms that can 
be used to partially explain and predict outcomes, can have great utility. What 
is important is to recognize the limits inherent in such partial theories and 
to actively seek compatibility and linkages with complimentary frameworks. 
Not least, this “modular” approach to theory building is useful for research-
ers because it directs them to a manageable set of questions that can be tested 
in the field or applied to specific policy problems. But because of the great 
variety of causal forces at work in the global economy, it is incumbent upon 
those who develop and apply fractional theories to policy and strategy to be 
cautious, and to actively consider alternative explanations and approaches.
 The need for serviceable theory is great. The global economy has entered 
a new phase of deeper, more immediate integration that is exposing national 
and local economies to the winds of economic change as never before. These 
winds can fill the sails of domestic firms and industries, blow them away, or, 
perhaps even worse, bypass them entirely. The geographer Peter Dicken (1992) 
argues that it is the functional integration of internationally dispersed activities 
that differentiates the current era of “globalization” from an earlier era of “in-
ternationalization,” which was characterized by the simple geographic spread 
of economic activities across national boundaries. Functional integration has 
come with tighter coordination within an expanding set of multinational firms 
(Zanfei 2000), but also with the rise of firms in the West—retailers and branded 
merchandisers with little or no internal production (Gereffi 1994; Feenstra and 
Hamilton 2006) and de-verticalizing “manufacturers” that have shed internal 
capacity—that have come to rely on an emergent set of global and East Asian 
regional contract manufacturers for production (Borrus, Ernst, and Haggard 
2000; Sturgeon 2002).
 Nor is the situation static. It is worth highlighting two recent developments 
that are enabling even greater functional integration in the global economy: 
(1) rapidly increasing industrial capabilities in developing countries, especially 
in China and India; and (2) new computer-mediated approaches to real-time 
integration of distant activities. These new features facilitate international 
trade in many intermediate goods and services that have not previously been 
sent across borders. As a result, opportunities have opened up for firms to 
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engage with the global economy—as buyers, suppliers, sellers, distributors, 
contractors, and service providers—in ways that were impossible even a few 
years ago. These changes have created new challenges and risks, as well as op-
portunities. Because activities are being integrated in the global economy at 
a very granular level, pressure has increased for firms and individual workers 
that may have been insulated from global competition in the past. The result 
is accelerating change and an increased sense of economic insecurity, even 
among the “winners” in the global economy.
 Policymakers responsible for responding to the pressures of global inte-
gration are desperate for conceptual frameworks and theoretical constructs 
that can help to guide their work, which often includes making difficult trade-
offs in the context of extremely complex and rapidly changing situations. The 
so-called “Washington Consensus,” the view that countries simply need to 
get their macroeconomic house in order and be open to international trade 
and investment to advance in the global economy, provides little guidance 
to policy makers and nongovernmental activists dealing with the concerns 
of workers, communities, and industries that are in the midst of wrenching 
change or that remain completely severed from the global economy. The need 
for pragmatism motivates theories characterized by simplicity, easy applica-
bility in the face of variety, and resonance with real-world situations.
 In the fall of 2000, a group of academic researchers with deep experience 
in field-based observation of cross-border production in a range of industries 
began to meet in a series of workshops to develop a theory of governance for 
what we eventually chose to call “global value chains” (GVCs).2 The partici-
pants hailed from a variety of countries and disciplines, including sociology, 
economics, geography, regional planning, political science, management, and 
development studies. This joint work continued to be developed through 2004 
in the context of four multiday workshops, several smaller meetings, and an 
ongoing dialogue and collaborative writing effort by core members of the 
group.
 An important goal was to develop a theory that could help policymakers 
explain and predict governance patterns in cross-border production networks. 
With such tools in hand, our thinking went, interventions aimed at upgrading 
the position of local workers, firms, and industries within global-scale pro-
duction systems could be more finely crafted and effective. Each workshop in-
cluded policymakers and activists from nongovernmental organizations who 
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voiced their concerns and provided feedback on the utility of our ideas as they 
developed in various iterations. Because of the policy orientation of this work, 
our goal was to create a relatively simple theoretical model that was robust, 
relevant, and easily applicable to real-world situations. At the same time, we 
recognized the need to ground the theory in the existing academic literature 
to help build consensus among researchers. Our strategy was to set a virtu-
ous cycle in motion in which a growing, relatively coherent body of scholarly 
research would build academic legitimacy that would in turn embolden prac-
titioners to apply nonstandard concepts in the field to help solve real-world 
policy problems.
 The first output from this work was contained in a special issue of the Insti-
tute for Development Studies Bulletin (32:2) titled “The Value of Value Chains: 
Spreading the Gains from Globalisation,” which appeared in July 2001. This 
volume comprises articles written by several of the core participants of what 
came to be known as the “Global Value Chains Initiative.” The articles sum-
marize the nascent ideas developed by the group in the areas of GVC termi-
nology, chain governance, and industrial upgrading. The volume also includes 
several articles that applied some of the new thinking to case studies. The 
work on firm-level governance was our initial focus, but other strands of work 
developed, and continue to be developed today, including theoretical work on 
standards, industrial upgrading, labor, the development of GVC metrics, and 
a robust stream of field research. Out of this work has come numerous peer-
reviewed publications, a large body of policy-related consulting reports, the 
development of methodological handbooks for policy practitioners, and a 
Website to provide a single point of access to GVC-related work.3 One strand 
of this initial theoretical work, on firm-level network governance, culminated 
in an article that I wrote with Gary Gereffi and John Humphrey titled “The 
Governance of Global Value Chains,” which appeared in the Review of Inter-
national Political Economy in March 2005.
 The limits of space in our original 2005 article, and the insights gained 
from subsequent reactions we have had to it, motivate this effort to situate, 
elaborate, and further explain the theoretical framework we developed. First, 
I discuss the motivations for supplementing the “buyer-driven” and “pro-
ducer-driven” modes of global commodity chain governance developed by 
Gary Gereffi in the 1990s with an industry-neutral, non-empirical framework. 
Second, I briefly present the features of the GVC governance framework as 
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they appeared in the 2005 article, and discuss its interdisciplinary theoretical 
underpinnings in more detail than was possible in the original article. Third, 
I discuss the problem of variation in GVC governance. Fourth, I situate the 
GVC governance framework in a larger field of GVC-related theory, including 
but not limited to power and institutions.

From Global Commodity Chains to Global Value Chains

In developing our theory of GVC governance we drew on a variety of previ-
ous work that we felt was relevant to our project. I will discuss these various 
theoretical influences later in the chapter, but first I will explain how the con-
cept evolved from its most direct progenitor, the “global commodity chains” 
(GCC) framework as developed by Gary Gereffi (1994, 1999). Gereffi’s frame-
work lays out four key structures that shape GCCs (input-output, geographic, 
governance, and institutional) but one, the governance structure, has received 
the most attention, both from Gereffi and his immediate coauthors and from 
the many others that have made use of his framework.
 As Jennifer Bair explains in her introduction to this volume, the GCC 
concept was first developed by Hopkins and Wallerstein (1977, 1986), who 
highlighted the power of the state in shaping global production systems, ex-
ercised in large part in the form of tariffs and local content rules affected at 
the point where goods crossed borders (see also Wallerstein, Chapter 4 in this 
volume). Gereffi (1994) revived the GCC concept by refocusing it on the strat-
egies and actions of firms, in part because of the restricted ability of states to 
set tariffs and local content rules in the context of trade liberalization. But 
trade openness does not in itself create industrial capabilities. Liberalization 
has enabled the growth of international trade, but without the push from 
advanced-economy firms seeking to tap capabilities and markets in develop-
ing countries, the cross-border flows of goods and services would surely be 
more modest, in terms of both total volume and technological content, than 
they are today. Because firms from advanced economies have done so much 
to create capabilities in developing countries, they continue to control and 
guide many of the key industrial resources in the global economy, even those 
that they do not own.
 The “governance” function within Gereffi’s GCC framework captured vari-
ation in the way that firms organized their cross-border production arrange-
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ments. Specifically, the GCC framework contained a key distinction between 
global chains that are “driven” by one of two kinds of lead firms: buyers and 
producers. Gereffi’s producer-driven variant can be equated with the internal 
and external networks emanating from large multinational manufacturing 
firms, such as General Motors and IBM. Multinational firms have long been 
a focus of research and debate among scholars of the global economy (for ex-
ample, Vernon 1966, 1971, 1979; Caves 1996). This work examined and debated 
the methods, timing, and motivations of multinational firms and the degree 
to which they acted as conduits for the transfer of capabilities from developed 
to developing countries. Gereffi’s framework focused attention on a new set 
of Western-based actors and the roles they play in driving capability develop-
ment, especially in East Asia (see also Gereffi and Hamilton, Chapter 7 in this 
volume). The buyer-driven GCC variant focused attention on the powerful 
role that large retailers, such as JCPenny, Sears, and later Wal-Mart, as well 
as highly successful branded merchandisers, such as Nike and Liz Claiborne, 
have come to play in the governance of global production and distribution.
 “Global buyers” do more than place orders; they actively help to create, 
shape, and coordinate the global value chains that supply their products, 
sometimes directly from “overseas buying offices” and sometimes through in-
termediaries, which include a wide range of actors, most notably trading com-
panies based in Hong Kong, Korea, and Japan. Although they typically own 
few, if any, of their own factories, the volume of their purchases affords global 
buyers a huge amount of power over their suppliers, which they sometimes 
use to specify in great detail what, how, when, where, and by whom the goods 
they sell are produced. But even when explicit coordination is not present, 
extreme market power has allowed global buyers to extract price concessions 
from their main suppliers. Suppliers have responded by locating more of their 
factories in low-cost locations and working hard to extract price concessions 
from their own workers and upstream suppliers.4

 Why are commodity chains buyer- or producer-driven? Gereffi did not ex-
plore this question in detail, but instead let the empirical evidence speak for 
itself: capital- and technology-intensive industries such as electronics and  autos 
tend to be governed by producers, whereas labor-intensive industries such as 
apparel and consumer goods tend to be governed by buyers. But how is the level 
of capital intensity in an industry related to its governance form? Because inno-
vation in buyer-driven GCCs lies more in product design and marketing than 
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in manufacturing know-how, it is relatively easy for lead firms to outsource the 
manufacturing of labor-intensive products. In the more technology- and capital-
intensive items made in producer-driven chains, technology and production 
expertise were core competencies that needed to be developed and deployed 
inhouse, or in closely affiliated “captive” suppliers that could be blocked from 
sharing them with competitors.
 In our group, we discussed how these variables played out in the context of 
recent field research findings in both buyer- and producer-driven chains, and 
found it to be increasingly difficult to assign these characteristics to specific 
industries in a static way, as the GCC framework does. The intense interest 
in Gereffi’s framework, and especially the “buyer-driven” commodity chain 
type, underscored the appetite for an industry-independent, firm-level theory 
of production network governance. The shift in focus from the state to the 
actors in the chain and their interrelationships, and especially to the relative 
power that some firms are able to exert on the actions and capabilities of their 
affiliates and trading partners, was immediately accepted and put to use by 
both practitioners and researchers because it reflected and helped to explain 
several of the most novel features of the global economy.
 Nevertheless, as we discussed our own recent research findings, as well as 
the findings of others (Feenstra 1998; Arndt and Kierzkowski 2001), we de-
tected a shift in the organization of global production toward external net-
works. An outsourcing wave was breaking over producer-driven chains, and 
as a result “manufacturers” in producer-driven chains were becoming more 
buyer-like. De-verticalization was being driven not only by the rise of power-
ful retailers but later, in the 1990s, by a broader effort on the part of branded 
manufacturing firms to increase shareholder value by shifting fixed assets 
(such as factories) and risk to suppliers—both to an emergent set of “global 
suppliers” based in the United States and Europe (Fold 2001; Sturgeon 2002; 
Humphrey 2003) and to local suppliers in East Asia that could meet, or be 
taught to meet, the required specifications and to use the right process tech-
nologies and procedures (Gereffi 1999; Lee and Chen 2000).
 Furthermore, what could and could not be transferred to suppliers proved 
to be a moving target as better codification schemes developed and the capa-
bilities in the supply base improved over time. The new digital tools support-
ing global-scale functional integration were being deployed in a wide range of 
industries, labor- and capital-intensive alike. For us, it was clear that changes 
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in the governance of cross-border production arrangements that were be-
ing observed in the field demanded more network types than buyer-driven. 
Specifically, we perceived four new features in the governance of global-scale 
economic activity that stimulated us to reconceptualize the key variables in 
cross-border chain governance:

1. Improvements in information technology and industry-level standards 
that enable the codification of complex information were easing the 
way for network forms of organization in technology-intensive indus-
tries (Baldwin and Clark 2000; Balconi 2002).

2. Flexible capital equipment was enabling technology- and capital-
intensive production equipment to be pooled in the same way that 
labor-intensive production can be pooled, again easing the way for 
network forms of organization in technology-intensive industries 
(Brusoni and Principe 2001; Langlois 2003).

3. Sophisticated supply-chain management tools were pushing labor-
intensive industries up the technology curve (Abernathy, Dunlop, 
Hammond, and Weil 1999).

4. Increased outsourcing by manufacturing firms and increased involve-
ment in product definition by retailers (private label) were blurring 
any clear distinction between buyers and producers.

To sum up, the buyer- and producer-driven GCC typology was based on a 
static, empirically situated view of technology and barriers to entry, but both 
are dynamic because of technological change and firm- and industry-level 
learning (Henderson, Dicken, Hess, Coe, and Yeung 2002; Ponte and Gibbon 
2005). As we adopted a more dynamic view of chain governance two things 
became clear: (1) there was a clear shift away from the vertically integrated, 
producer-driven variant in a range of industries; and (2) the buyer-driven type 
could not characterize all of the network types being observed in the field. We 
also chose to replace the term commodity with value because of popular con-
notations of the word commodity with undifferentiated products, especially 
primary products such as crude oil and bulk agricultural goods, and because 
the term value both captured the concept of “value added,” which fit well with 
the chain metaphor we were using, and focused attention on the main source 
of economic development: the application of human effort, often amplified by 
machines, to generate returns on invested capital.
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the (Firm-Level) Governance of Global Value Chains

In moving beyond the empirically based typology of chain governance devel-
oped in the GCC stream, our goal was to construct a dynamic, operational 
theory that could account for observed changes and anticipate future devel-
opments. Our first step was to ask three questions of case material collected 
from a range of global industries: (1) What activities are bundled in one node 
of the chain or split among various nodes? (2) How are knowledge, informa-
tion, and material passed from one node to the next? and (3) Where are the 
nodes located? One of our greatest challenges was to overcome the specific 
language that most case studies use to discuss these features (see Sturgeon 
2001 for an early attempt to develop industry-neutral terminology). From this 
comparison, we were able to identify five generic ways that firms coordinate, 
or “govern,” the linkages between value chain activities: (1) simple market 
linkages, governed by price; (2) modular linkages, in which complex infor-
mation regarding the transaction is codified and often digitized before being 
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passed to highly competent suppliers; (3) relational linkages, in which tacit 
information is exchanged between buyers and highly competent suppliers; (4) 
captive linkages, in which less competent suppliers are provided with detailed 
instructions; and (5) linkages within the same firm, governed by management 
hierarchy. We found that these five linkage patterns could be associated with 
predictable combinations of three distinct variables: the complexity of infor-
mation exchanged between value chain tasks, the codifiability of that informa-
tion, and the capabilities resident in the supply base (Figure 6.1).
 This “GVC governance” framework helped us to explain why some value 
chain activities are firmly rooted in place and some are more easily relocated. 
Specifically, modular GVC linkages raise the potential for tight coordination 
of distant activities, even when complexity is high, whereas relational linkages 
typically require co-location to support the exchange of tacit information, 
driving co-location, agglomeration, and industrial clustering. Furthermore, 
we found that changes in one or more of the three variables altered value chain 
governance patterns in predictable ways. For example, if a new technology 
rendered an established codification scheme obsolete, or was overwhelmed by 
increasing complexity, modular value chains became more relational. If com-
petent suppliers could not be found, then captive networks and even vertical 
integration became more prevalent. Conversely, rising supplier competence 
tended to push captive governance toward the relational type, and better codi-
fication schemes prepared the ground for modular governance.

the theoretical Underpinnings of the 
GVC Governance Framework

As already mentioned, our approach to constructing a theory of GVC gover-
nance was to draw from the existing literature on inter-firm governance and 
industrial organization to the extent possible. Several important categories of 
governance have been developed and debated in the literature over the course 
of many decades. The first question, asked by Ronald Coase (1937), was why the 
market did not govern all transactions. In other words, why were some business 
activities bundled within firms? Williamson (1975) built a theoretical frame-
work around the answer provided by Coase, that there were sometimes costs 
to transacting that could be reduced when activities were brought inside of the 
firm to be governed, not by relative prices but directly by the firm’s internal 
management “hierarchy.” The key variable in transaction cost economics is asset 
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 specificity: relationship-specific investments that tend to lock business partners 
into their relationships, creating opportunities for either party to take advantage 
of the other. The dynamic outcome is that the buying firm would eventually 
internalize the function, to avoid being taken advantage of, because asset speci-
ficity tends to increase over the life of an inter-firm relationship  (Williamson 
1981). Williamson eventually noted the prevalence of network forms of organi-
zation in which there is some form of explicit coordination beyond simple mar-
ket transactions but which fall short of vertical integration, and acknowledged 
networks as an intermediate organizational form (Williamson 1985).
 Granovetter (1985) disagreed with the opportunistic view of human nature 
underpinning transaction cost economics. His view is that economic activity 
is embedded in social relationships, not the other way round, and that trust 
and even goodwill can and often do build up in the interpersonal relation-
ships that inevitably underlie inter-firm relations. The “relational” view of eco-
nomic life suggests that inter-firm relationships can be sustained in the face 
of asset specificity. The stream of work that explored this question (Johanson 
and Matsson 1987; Lorenz 1988; Jarillo 1988; Powell 1987, 1990) drew on the 
work of Granovetter, as well as on the example of Italian “industrial districts” 
provided by Piore and Sabel (1984), to argue for a distinct “network” form 
of industrial organization, based on trust, long-term relationships, social and 
spatial proximity, and the desire for repeat business on the part of  suppliers.
 Geographers, for their part, have long argued that social and spatial prox-
imity could substitute for vertical integration (Scott 1988a; Storper 1995). For 
many, Adler (2001) provided the final word in this debate, mapping out three 
types of industrial organization: market, communitarian-trust, and hierarchy. 
As Bair points out in the introduction to this volume, the GVC framework, by 
internalizing the insights of economic sociologists such as Granovetter in the 
“relational” GVC governance form, created a connection to economic sociol-
ogy that the GCC literature has not. At the same time, the centrality of the 
concept of asset specificity links the GVC framework to the work of heterodox 
economists. Although the relational and Hobbesian views of economic life have 
typically been framed in mutually exclusive terms, the GVC governance frame-
work incorporates a range of solutions to the problem of asset  specificity.
 At the same time, a stream of literature centered on the concept of ca-
pabilities, largely from the field of strategic management, was influential in 
our thinking about GVC governance. This literature assumes that firms com-
pete on the basis of internal “resources” that take time to develop (Penrose 
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1959). Because firm-level competencies can be scarce and difficult to replicate, 
it may be impossible for lead firms to internalize functions or find substitute 
suppliers in time to compete effectively. Related ideas have been developed 
by a series of scholars from the evolutionary economics school, launched by 
Nelson and Winter (1982), to the “resource view of the firm” developed by 
Barney (1991) to examinations of firm-level “dynamic capabilities” (Teece, Pi-
sano, and Shuen 1997) to more recent work on “industry architectures,” meant 
to reconcile the transaction cost and capabilities explanations for industry 
organization (Jacobidies and Winter 2005). The capabilities literature iden-
tifies access to expertise and competencies as ample motivation for forging 
and maintaining external relationships, even when asset specificity is signifi-
cant. This pragmatic view of industry organization provides an antidote to the 
mechanistic, immediate, frictionless view of organizational change contained 
in the transactions cost framework.5

 Our approach was to combine the key insights from these different 
streams of literature. First, we recognized asset specificity as a potential haz-
ard in inter-firm relationships. This resonated with our field research, where 
we learned that managers commonly valued the ability to switch suppliers 
when conditions dictated. But we also found that many companies had de-
veloped a tolerance for sustained relationships with other firms in the face 
of asset specificity. Finally, we observed firms exchanging extremely complex 
information in codified form, often using advanced information technology, 
and learned that lead firms could choose among an elite but growing set of 
suppliers and contract manufacturers that had sufficient capability to receive 
the information and act on it appropriately. In all, we perceived three network 
forms situated between markets and hierarchies. The first, and most “hierar-
chy like,” was for lead firms to dominate their supplier’s business to the point 
where they were unlikely to act in opportunistic ways (the captive governance 
form). The second was for buyers and suppliers to maintain relationships in 
the face of asset specificity, either by building up mutual trust or by simply 
tolerating it out of necessity because of the barriers to easy internalization 
created by learning or scale (the relational governance form). The third was 
for buyers and suppliers to reduce asset specificity by passing information in 
codified form, according to open standards, while keeping tacit knowledge 
contained within each firm (the modular form).
 A view of where the “network” form of industrial organization resides in 
the industrial organization and GCC-GVC literatures is provided by Figure 6.2, 
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which shows the three GVC governance forms as a tripartite elaboration of the 
single inter-firm governance form variously described as intermediate, net-
work, community-trust, and buyer-driven by different streams of literature. 
The variation in transaction cost economics is dynamic, but unidirectional, 
tilted toward vertical integration because of the tendency for asset specificity 
to build up in inter-firm relationships over time (Williamson 1981). William-
son’s (1985) acknowledgment of an “intermediate” form between markets and 
hierarchies, along with subsequent literature on “network” and “communi-
tarian-trust” forms of industrial organization (Powell 1990; Adler 2001) did 
much to establish a third, distinct mode of industrial organization.6 In the 
GCC framework (Gereffi 1994), producer-driven chains comprise vertically 
integrated firms and their captive suppliers, governed largely by management 
hierarchy, or something close to it, whereas buyer-driven GCCs comprise 
linkages between independent firms, a generic network form in which coordi-
nation mechanisms are not specified, where retailers and branded merchan-
disers happen to wield a great deal of power. The variation in the network and 
GCC literature is static: different forms of industry organization are assigned 
to specific industries but no mechanism is provided to explain the transfor-
mation of one form into another.
 The GVC governance framework contained in our 2005 article, and out-
lined again here, is not a grand theory of globalization or economic develop-
ment but a more modest theory of linkages, or, perhaps better, a theory that 
seeks to explain and predict how nodes of value-adding activity are linked in 
the spatial economy. These linkages may be within the same firm or between 
firms, although the element of direct managerial control that holds sway 
within firms imbues intra-firm linkages (hierarchy) with a distinct character. 
Linkages may be forged within the same building, across town, or across great 
distances. The word global in global value chains simply signals our interest 
in value chains that include an element of vast distance. Regional, national, 
and local value chains are nested firmly within global value chains, as we per-
ceive them, and GVC governance theory operates equally well at any and all 
of these spatial scales.

Variation in GVC Governance

Whereas the three variables in the GVC governance framework are drawn 
from case research, the five governance patterns are ideal types. We recognize 
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that the organizational character and economic geography of entire indus-
tries, or even of a single value chain, cannot be read from the characteristics 
of value chain linkages. First, the characteristics of a single link in the value 
chain cannot substitute for an in-depth analysis of how governance patterns 
in different parts of the chain are variegated and mixed, or how they change 
over time. Any value chain, and the larger networks of production and con-
sumption it contributes to, contains thousands, if not millions, of individual 
transactions, depending on the time period considered. Of course, because 
products and services typically contain inputs with very different technical 
characteristics, not all transactions in a chain have the same character (Ponte 
and Gibbon 2005). Just as chains are composed of multiple linkages, so too can 
they contain multiple governance forms. In other words, characterizing larger 
amalgams of transactions according to one of the five ideal GVC governance 
types requires an assumption that all linkages within a chain or industry have 
the same character. Such value chains do not exist in the real world.
 Second, because firms can be slow to adjust, and because of institutional 
differences that structure the norms of buyer-supplier relations, value chains 
can retain old linkage mechanisms even as the variables of complexity, codifi-
ability, and supplier competence change. As I will discuss in the following 
section, how fast and far firms and industries go in responding to changing 
GVC variables (to tap the potential for relocation and outsourcing contained 
in the modular form, for example) is influenced by institutional factors and 
relative firm power. Changes in the technical factors of GVC governance help 
to set the parameters of value chain coordination; they enable change but do 
not determine it.
 As a result, what we observe in the field is a mixing of GVC governance 
forms within industries, value chains, firms, and even single establishments. 
For example, a lead firm will typically forge market relationships for standard-
ized goods; modular linkages in complex transactions when standards for 
exchanging codified information exist and are widely known; relational link-
ages with select partners when complex inputs are impossible to specify in ad-
vance and knowledge is not easily internalized; and captive relationships when 
smaller suppliers can be provided with sufficient knowledge to provide needed 
inputs and, at the same time, dominated in order to keep that knowledge from 
spreading to competitors. And, of course, firms must manage the value chain 
activities, and the linkages, that exist within their own organizations. How 
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these ideal types are constructed, mixed, and managed in practice is a key el-
ement of corporate strategy. In the realm of policy, as in corporate strategy, 
the ideal types generated by theory must be held up against and applied in 
real-world situations. Given the complexity of industries and wide variation in 
governance patterns in different stages of the value chain and geographic loca-
tions, it can often be misleading to characterize entire industries according to 
a single, empirically prevalent GVC governance type. The problem of how to 
extrapolate the characteristics of individual transactions to the sectoral level is 
one that has yet to be solved, but recent progress has been made.
 Jacobides, Knudsen, and Augier (2006: 1201) offer “industry architectures” 
as historical, path-dependant “templates that emerge in a sector and circum-
scribe the division of labor among a set of co-specialized firms.” Extrapolat-
ing from Teece’s (1986) model of capability development in dyadic inter-firm 
relationships, they argue convincingly that industry architectures evolve from 
the dynamic, co-evolutionary interplay between complementarity and factor 
mobility. For example, governance patterns established by early, successful 
movers can attain high levels of prevalence and stability through a combina-
tion of path dependence and network effects. But here again we are asked to 
define governance patterns in industries empirically, and although research 
on the evolutionary dynamics of value chain governance in specific indus-
tries remains a critical and necessary step, we are left with few generic refer-
ence points, no industry-neutral explanatory variables or descriptive terms 
that  allow for easy comparability and aggregation of results, and therefore a 
weak pathway to any generic, first-pass solutions to common policy or strat-
egy  dilemmas.
 Ponte and Gibbon (2005: 3) suggest dealing with the problem of defining 
industry-level GVC patterns by separating the concepts of chain coordina-
tion, to characterize the immediate coordination of linkages between specific 
segments of the chain, and chain governance, to denote the processes that 
structure the chain by limiting membership and establishing prevailing co-
ordination mechanisms (such as rules, grading systems, standards). In this 
view chains can be “governed” according to a single set of rules yet contain 
a variety of coordination mechanisms. But the rules that “govern” industries 
are also myriad, variegated, and dynamic, and so require a concerted research 
effort to grasp in specific sectors. Ponte and Gibbon provide no framework for 
describing and explaining such differences, but this is an important area of 
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GVC theory building that I would gather under the heading of “institutional 
effects” (see next section).
 A way to assign GVC governance characteristics to larger amalgams of 
transactions, albeit imperfectly, is to view the initial link between lead firms 
and their largest, first-tier suppliers (if they exist) as structuring the gover-
nance of the chain as a whole. For example, if a lead firm has modular linkages 
with its first-tier suppliers, which eases supplier switching even when transac-
tions are complex, second- and third-tier suppliers will be forced to cope with 
the high degree of organizational and geographic flexibility that lead firms are 
able to extract from the system, even if they have relational or captive linkages 
with their immediate customers.7 In other words, the linkages that powerful 
firms forge with the most important suppliers go a long way toward setting 
the governance character of the entire chain.

three Pillars of Global Value Chain analysis: Bringing Power 
and institutions Back in

The broad thrust of GVC analysis contains more than the theory of firm-level 
governance just outlined. As I mentioned earlier, there are numerous ongoing 
streams of research and theory-building going on under the GVC or closely 
related rubrics. This includes work on global value chains in the primary and 
agro-commodity sectors, theoretically focused on the role of public and pri-
vate standards in determining the distribution of gains from trade among 
different actors in the chain (Fold 2002; Gibbon 2003b; Gibbon and Ponte 
2005; Ponte and Gibbon 2005). As the Talbot and Topik chapters in this vol-
ume show (Chapters 5 and 2), the GCC stream remains very robust, focused 
largely on how institutions, especially standards and grading systems, tend to 
tilt power away from small producers in global chains producing agricultural 
products, where the traditional connotation of the word commodity is less 
problematic. Work is also continuing on how labor (especially female labor) is 
utilized differentially in GVCs (Barrientos, Dolan, and Tallontire 2003; Barri-
entos and Kritzinger 2004; Raworth and Kidder, Chapter 8, this volume), and 
on the prospects for small firms, and clusters of small firms, to leverage GVCs 
for industrial upgrading (Humphrey and Schmitz 2002; Schmitz 2004). Ra-
fael Kaplinsky and his coauthors have examined determinants of upgrading 
and measurement issues in a variety of industries in an effort to understand 



 From Commodity Chains to Value Chains 127

how rents are distributed and appropriated in GVCs (Kaplinsky, Morris, and 
Readman 2002; Kaplinsky 2005, 2006).
 Despite differences in terminology and emphasis, recent scholarship on 
“global production networks” (Henderson and others 2002; Dicken 2005; 
 Yeung, Liu, and Dicken 2006; Yueng forthcoming) shares the GVC literature’s 
baseline assumption that various types of international, inter-firm networks 
have become central features of a wide range of contemporary industries, in-
cluding agriculture, manufacturing, and services. In my view, the chain meta-
phor is simply a heuristic tool for focusing research on complex and dynamic 
global industries. It provides enough richness to ground our analysis of global 
industries, but not so much that the analysis gets bogged down in excessive 
difference and variation, or is forced into overly narrow spatial, analytic, or 
sectoral frames in response to the overwhelming complexity and variation 
that researchers inevitably encounter in the field. Although debates over the 
relative merits of terms and metaphors, such as global commodity chains, 
global value chains, global production networks, and chain governance will 
certainly continue, it is safe to say that this work shares a focus on the organi-
zational and spatial structure and dynamics of industries, the strategies and 
behavior of major firms and their suppliers, and the need to identify scalable 
conceptual tools that help researchers move easily from local to global levels 
of analysis. These commonalities, in my view, define a core research agenda 
that cuts across these chain and network paradigms.
 If theory building is best pursued in a segmented fashion, what are the 
main areas that deserve attention? A thoughtful and comprehensive list devel-
oped by Henderson and others (2002: 447) includes the spatial organization 
of firm-level networks, power-in-the-chain, institutions, labor, and the deter-
minants of value capture. Going back to Gereffi’s (1994) fourfold framework 
of input-output, geography, governance, and institutions, we can summarize 
recent progress, at least in part, as follows. The first two elements of Gereffi’s 
framework, input-output and geography, are descriptive. They provide GVC 
researchers with their initial marching orders: to map the organizational and 
spatial division of labor in the chain that is under examination. This will in-
evitably include an overlapping set of discrete value chain activities contained 
within, or spread across organizations and locations. This is an extremely use-
ful starting point for asking questions about the dynamic economic geogra-
phy of industries.8
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 The last two elements of Gereffi’s framework, governance and institutions, 
are causal. They contain explanations for observed organizational and spatial 
features of GVCs, and highlight the forces external to the chain that structure 
(enable and limit) what actors in the chain do. The notion of “drivenness” 
contained in Gereffi’s original framework usefully focuses attention on power 
in the chain. Even if clear distinctions between buyers and producers, or the 
association of these forms with specific industries, have been superseded by 
events, the identification of powerful actors in the chain and an examination 
of the sources of this power and the ways that it is used remain a central proj-
ect of GVC theory-building.
 If we split Gereffi’s category of “governance” into two distinct areas of in-
quiry, power and the determinants of firm-level coordination, and include 
 institutions as a third category, we are left with three “pillars” of GVC analy-
sis, broadly defined: (1) the character of linkages between tasks, or stages, in 
the chain of value-added activities (explained in part by a theory of GVC gov-
ernance); (2) how power is distributed and exerted among firms and other ac-
tors in the chain; and (3) the role that institutions play in structuring business 
relationships and industrial location. These three elements, individually and 
even more so in combination, can contribute to robust explanations of why 
observed inter-firm relationships and geographic patterns have evolved in an 
industry, or part of an industry, and even provide insight into how they might 
evolve in the future. Because I have already summarized the GVC governance 
framework, I will touch briefly on power and institutions in the remainder of 
this section.

Power in the Chain
As Perrow (1981) argues, power is an integral part of economic life. The effects 
of power, or lack of power, can be discerned at every level of analysis. Institu-
tional actors, including states and multilateral institutions such as the World 
Trade Organization (WTO), shape GVCs through the enforcement, or lack of 
enforcement, of laws and the terms of international agreements. Consumers 
have power through the purchasing choices they make, when they turn the 
products and services they buy to unintended purposes (Leslie and Reimer 
1999), and even more so when their wishes are amplified by advocacy groups 
and through class action litigation. Workers also have power, especially when 
they are represented by labor unions with the ability to call work stoppages at 
the level of the enterprise, industry, or broader economy.
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 At the firm level, power is accumulated, held, and wielded in different 
ways and in different amounts by various actors in the chain. GVC analy-
sis commonly divides an industry into two broad types of firms: lead firms 
and suppliers. Lead firms, at the very least, set product strategy, place orders, 
and take financial responsibility for the goods and services that their supply 
chains churn out. As Gereffi envisioned, lead firms can be buyers, with little 
or no production of their own, or producers. Lead firms, because they have 
the agency (within limits) to choose and replace suppliers, wield purchasing 
power. Although it is not always exercised, purchasing power allows a lead 
firm to explicitly coordinate the activities of its supply chain and to pressure 
suppliers to lower costs, increase quality, adopt specific equipment, employ 
specific business processes, purchase inputs from specific vendors, and invest 
in specific locations.
 A second category of firm-level power in GVCs is supplier power.  Extreme 
forms of supplier power have been variously refered to as “platform leader-
ship” (Gower and Cusumano 2002) and “Wintelism” (Borrus and Zysman 
1997). Market and technological dominance afford platform leaders the power 
to set standards. True platform leadership in the supply base is rare, but there 
are notable examples in which suppliers either dominate the chain or share 
power with lead firms, forming what Fold (2002) calls “bi-polar” GVCs.9 Sup-
plier power based on platform leadership, even if it is extremely strong, is 
typically not associated with explicit coordination of buyers or other “down-
stream” value chain actors. For example, Intel issues several thick specifica-
tion books with each of its new microprocessors that allow its customers to 
incorporate Intel semiconductors in their product designs. But Intel does not 
dictate where those final products will be made, in what number, or among 
which firms work will be divided.
 More typical is a softer form of supplier power, competence power, stem-
ming from technical and service capabilities that are difficult to replace (Pen-
rose 1959; Palpacuer 2000). Suppliers wield competence power when their prod-
ucts and services are seen as nearly indispensable for the lead firms they serve. 
Lead firms can use their purchasing power to place limits on supplier power, 
often with a large measure of success, because even the most competent and 
important suppliers base their success on winning future orders. Retaining the 
ability to switch suppliers, even among a very small group of two to four, ap-
pears to be adequate in most instances to keep supply power in check.10
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 Although it is tempting to refer to platform leaders as “lead firms,” because 
even their customers have to accommodate to the standards they set, it is ana-
lytically useful to retain the distinction between lead firms and suppliers that 
are platform leaders, because the power that accrues to lead firms from placing 
orders (purchasing power) has a source (risk taking) that is distinct from the 
extreme technological competence required to set industry-level standards.
 Although an examination of power in GVCs is a distinct realm of analysis, 
a point of overlap with GVC governance theory relates to the relative power 
of firm-level actors in the chain. In modular value chains, suppliers take re-
sponsibility for their bundle of activities (purchasing, process development, 
production, and so on), and though their largest customers typically moni-
tor them closely, the fact that their capacity is easily switched to other cus-
tomers provides them with more freedom of action than that of suppliers that 
are more deeply embedded with their customers. When supplier capacity is 
 generic, suppliers can and do spread risk across a large and diverse pool of buy-
ers. In relational value chains, the tacit knowledge that suppliers bring to the 
table provides them with some leverage, but the thick linkages they must forge 
with buyers may be hard to replicate with other buyers in time to avoid severe 
hardship. If we view the power conferred on lead firms by their buying role as 
decisive, over time, this lock-in with customers creates a higher level of power 
asymmetry in GVCs with a high concentration of relational linkages than in 
GVCs with many modular and market linkages. Of course, as transaction cost 
theory stresses, the opposite scenario is also possible, in which relational link-
ages, asset specificity, and the deep competencies of suppliers make it all but 
impossible for lead firms to replace them. The key point is that asset specificity 
can shift power toward either party in the transaction. How these dynamics 
play out in specific situations is a central question of GVC research.

Institutions
Institutions have been defined in a very broad way. On one side of the spec-
trum, we can think of institutions as bureaucratic organizations with payrolls 
and physical addresses, including government agencies and nongovernmen-
tal organizations such as multilateral agencies, industry trade groups, labor 
unions, and advocacy groups. On the other side, we can think of institu-
tions as the rules that govern society, either bureaucratically, as codified in 
legal canons and regulatory systems, or existing more amorphously, though 
perhaps no less powerfully, in the realm of societal norms and expectations 
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(North 1990). Firms and industries clearly adapt in response to institutional 
pressures (Meyer and Rowan 1977). By setting the rules that firms must oper-
ate within, “institutions . . . [shape] the creation and functions of units in 
market and the relations between them” (Stinchcombe 1997: 2). The rules set 
by institutions are derived, to a greater or lesser degree, by the beliefs, val-
ues, meanings, and priorities embedded in the societies that create them, fund 
them, and staff them. As a result, limits are placed on actions, and firms or 
managers that surpass those limits run the risk of sanction, creating pressure 
for firms to operate according to the norms and expectations of the societies 
in which they operate (Yeung, forthcoming).
 The impact of institutions on the geography and character of GVCs can 
be profound, as Bair (2005) stresses. For example, the enlargement of the 
European Union, the establishment of the North American Free Trade Area 
(NAFTA), and China’s accession to the WTO have had a large effect on the 
economic geography of many industries, including the location of direct in-
vestment and the relationship between production systems and their target 
markets (Bair and Gereffi 2001; Bair 2002). At the firm level, routines of in-
teraction between suppliers and lead firms can be deeply rooted in domestic 
and even local institutions and culture, and often structure (enable or limit) 
firm-level GVC governance in an ongoing manner (Sturgeon 2007). Because 
industries have developed within different institutional contexts, for example 
in Europe, Japan, and North America, it is not surprising that firms and in-
dustries respond to common pressures differently at home (Helper 1991). It is 
more surprising, perhaps, that these specificities continue to exert influence 
even as the largest firms have developed global operational footprints (Berger 
and MIT Industrial Performance Center 2005).
 Again, there are major points of intersection between the three pillars of 
GVC-related theory. For example, the increasingly stringent standards (such 
as for product quality and consumer protection) and competitive differentia-
tion in previously undifferentiated product categories (such as fresh fruit and 
vegetables) introduced new levels of explicit coordination (via modular link-
ages and vertical integration) in horticultural GVCs that had previously been 
market-based (Dolan and Humphrey 2000). Another example has to do with 
the standards for exchanging information, limiting behavior, and ensuring 
quality in GVCs. Creating such institutions, or “conventions,” is almost al-
ways a contentious process (Ponte and Gibbon 2005), with outcomes clearly 
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related to power in the chain. Countries with large markets, such as China, 
can more easily set local content rules than can smaller countries. Firms with 
a large market share or an unassailable technological advantage have the 
power to set standards and requirements for other value chain actors. For ex-
ample, the process of developing industry-level codification schemes needed 
to support value chain modularity can be blocked in industries in which 
power is concentrated in a handful of huge lead firms, such as the automotive 
and commercial aircraft industries (Sturgeon, Van Biesebroeck, and Gereffi 
2007; Kimura 2007).

Conclusions

Because the stakes are so high, we must take global integration seriously, and 
develop ways of thinking that place novel and emergent features of the global 
economy in the foreground. In simpler times it made sense to focus on the 
roles of comparative advantage and the market- and capability-seeking activi-
ties of multinational corporations in motivating and structuring international 
trade and investment. These concepts have proved to be extremely robust and 
are still valuable, but they do not emphasize the fragmentation of the value 
chain or the fluid, real-time integration of capabilities in advanced economies 
with the rapidly rising capabilities in places that were all but outside of the 
capitalist global economy only two decades ago, such as China, India, Russia, 
and Vietnam. In fact, they emphasize the opposite: national export specializa-
tion in undifferentiated commodities, on one hand, and finished products, on 
the other, and the extension of existing national advantage, via multinational 
affiliates, to places where industrial capabilities lag far behind. The rise of 
GVCs does not render this view of global competition completely anachronis-
tic, but it is safe to say that the picture has grown much more complex.
 In an attempt to bring some order to this complexity, the GVC governance 
framework revisits the terrain between markets and hierarchies, exploding 
the network form into three distinct modes of inter-firm governance: mod-
ular, relational, and captive. The framework identifies the problem of asset 
specificity as an important, but not sole or unidirectional driver of firm-level 
decision making, and elevates three variables that dynamically shape the con-
tent and character of inter-firm linkages: complexity, codifiability, and sup-
plier competence. The focus is not only on the organizational patterns and 
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power dynamics that are generated by different variable combinations, but 
also on the geographic possibilities (for example, clustering versus dispersal 
of industries, rapid versus gradual relocation of work) that are enabled by each 
governance form.
 As a theory of linkages, the GVC governance framework is not intended to 
provide a complete theory of economic development, but a transaction-, firm- 
and industry-centric theory of governance among the firm- and establishment-
level actors in the chain. As such it cannot provide a full accounting of the 
characteristics and consequences of GVCs. It can, however, provide a bottom-
up, research-driven method that accounts for the governance characteristics 
that tend to arise in global value chains absent other factors and influences. As 
Peter Doeringer has suggested,11 if the pattern of global value chain governance 
in an industry does not fit the theory, then an alternative force, such as a strong 
institutional mechanism or an extremely concentrated industry structure, is 
likely to be at work. In this way, GVC governance theory can provide research-
ers with a relatively simple set of baseline research questions and policymakers 
with a first-pass tool for analysis. Moreover, the larger GVC framework can 
provide a neutral conceptual space for comparing research results across in-
dustries and geography.
 Our goal in developing a theory of GVC governance was to tidy up a rela-
tively small corner of the theoretical room, with the hope that others would 
accept—and work to improve—our solution, and go on to build compatible 
frameworks dealing with other aspects of globalization. This theoretical par-
titioning is especially important if the goal is to develop dynamic frameworks 
that can predict and account for change, because with moving parts, com-
plexity goes up. Together with the shaping power that institutions have on an 
industry’s organization and geography, and the various forms of power that 
are exerted among firms and at the industry level, we can use GVC gover-
nance theory to begin to develop a relatively comprehensive view of the forces 
driving change in the organization and economic geography of specific sec-
tors. But more work remains to be done, not only in the realm of power and 
institutions but also in the more pragmatic and policy-oriented areas of GVC 
metrics, industrial upgrading, and work organization.
 Although it is important to develop various aspects of GVCs as distinct 
theoretical realms, it is equally important to actively nurture points of inter-
section. For example, the variables of complexity, codifiability, and  competence 
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all have powerful influence at the intersection of work organization and tech-
nological change (Levy and Murnane 2004). How the influence of social and 
spatial proximity plays out in the face of ongoing efforts to codify complex 
information and knowledge will help to determine not only the prevalence 
of the relational and modular GVC governance forms but also the prospects 
for location-specific industrial agglomerations (Scott 2006), systems of inno-
vation (Lundvall 1992; Lundvall, Johnson, Andersen, and Dalum 2002), and 
varieties of capitalism (Hall and Soskice 2001). No theoretical framework can, 
or should, try to accommodate everything. In an age of globalization, theory 
building needs to be approached in an additive, modular fashion, with an eye 
toward compatibility with methods and frameworks that both broaden the 
scope of analysis and add detail in specific areas. In this way, the multiple 
streams of GVC-related theory can be built into a broad, cohesive framework 
for understanding global industries and responding to the risks and opportu-
nities they pose.
 It is important to bear in mind how nascent this theory-building proj-
ect remains. Julia Lane has likened the current state of qualitative industry 
research to the study of the natural world in the sixteenth and seventeenth 
centuries.12 In this era, curious researchers made detailed notes and draw-
ings of what they could see of the vastness and variety around them, but there 
were few mechanisms for compiling the findings of individual researchers 
into larger pools of knowledge that could reveal broad patterns. Comparison 
of results came haphazardly with personal communication between scholars 
and in the few forums, such as the British Royal Society, where research could 
be presented and results debated and compared. In this way classification sys-
tems gradually came into being and some of the mechanisms at work in na-
ture were revealed.
 Similarly, scholars of global industries have now had several decades to 
present, publish, and debate their research results. These findings show that 
the process of global integration is expressed differently in different industries 
and places. The precise patterns and effects of global integration depend in 
some large part on the technical and business characteristics that prevail in 
specific industries, the relative power of firm and nonfirm actors in the chain, 
and the social and institutional characteristics of the places in which the ten-
drils of GVCs are embedded. Although field research on industry-specific 
GVCs remains as important as ever, the accumulation of case studies has cre-
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ated the conditions needed for the development of generic, industry-neutral 
theories to explain observed patterns and to predict outcomes associated with 
them. More effort is shifting to the construction of classification schemes and 
conceptual models that can stand in for the mechanisms that work to create 
the variety observed in the field. Yet we remain very close to the starting line. 
The field of GVC-related theory building is wide open.
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in this ChaP ter ,  We C aLL at tention to the disJUnC tUre 
within economic sociology at the macro level of analysis and exam-

ine one aspect, namely the cleavage between the conventional approach, which 
emphasizes structures and institutions, and the global commodity chain 
(GCC) approach, which focuses on organizational processes.2 We argue that it 
is possible to reconcile these approaches if, and only if, the historical dynamics 
of globalization are taken seriously and incorporated into economic sociology.
 There is truth to the aphorism that you go where you look. Economic soci-
ologists are a diverse group. They look in different directions and arrive at  often 
contradictory conclusions. Some look at structure, particularly the structure 
of networks; others look at institutions, mainly political and social; and yet 
 others look at organizational processes. Those adopting structuralist and in-
stitutional perspectives, the conventional core of economic sociology, find 
plenty of evidence supporting their claims that middle-level phenomena, 
such as social networks and economic policies of the state, are crucial factors 
shaping the organization of local and national economies. These same theo-
rists  often downplay or even ignore the effects of global economic processes 
on local and national levels of economic activity. As a consequence, concludes 
Richard Swedberg in his programmatic evaluation of the field, the conven-
tional approaches in economic sociology have “shown little interest in connect-
ing up to other research traditions that study the international economy. . . .  



 Commodity Chains, market makers, and demand-responsive economies 137

This trend represents a weakness in contemporary economic sociology, as does 
its absence from the debate on globalization” (2003: 69).
 Those adopting the alternative GCC approach to economic sociology also 
have blinders. GCC theorists locate plenty of evidence supporting their claims 
that the dynamics of production and distribution underpin the organization 
of the global economy, or at least segments thereof. As a consequence of this 
focus, concludes Jennifer Bair in her evaluation of this literature, GCC theo-
rists have “become increasingly oriented analytically towards the meso level 
of sectoral dynamics and/or the micro level of firm upgrading.” She concludes 
that “closer attention to the larger institutional and structural environments 
in which commodity chains are embedded is needed in order to more fully 
inform our understanding of the social and development dynamics of con-
temporary capitalism at the global-local nexus” (Bair 2005: 154)
 Indeed, many theorists of both the conventional and GCC approaches 
underplay the historical dynamics of their respective topics. Although using 
different analytic lenses and arriving at very different conclusions, they fo-
cus primarily on some aspect of economic organization, particularly inter- or 
intra-firm relationships, and use “meso-level” variables as proximate causes 
for the nature of, or changes in, economic organization. For most conven-
tional theorists, the proximate causes of economic organization are sociologi-
cal variables, usually some combination of network structure, social relations, 
economic policies, and bureaucratic efficiencies. In the case of GCC theorists, 
the proximate causes are industry variables: product characteristics, technol-
ogy levels, inter-firm linkages, barriers to entry, and governance structures. 
Despite a similar concern with inter-firm networks, the two perspectives dif-
fer in the proximate causes, which in turn creates an apparent divergence be-
tween the two perspectives. We contend, however, that the divergence disap-
pears once a longer-term vantage point is adopted.

the disjuncture Within economic sociology

In the past decade, most economic sociologists focused on the significance of 
inter-firm networks and their institutional environments in understanding 
the organization of economic activities, but in very different ways. In this sec-
tion, we will outline the conventional approach in order to contrast this with 
the GCC approach, which we describe in the following section.
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 Network research in economic sociology grew out of an interest in try-
ing to verify and work out the implications of C. Wright Mills’s thesis in The 
Power Elite (1956), but efforts (for example, Domhoff 1967; Mintz and Schwartz 
1985) to develop a theory and methodology of networks languished until the 
early 1990s (Scott 1991). At that time, sociologists developed a number of ap-
proaches to renew sociological interest in the linkages between networks and 
economic organization. The most prominent reengagement with these ideas 
came from Mark Granovetter’s work (1973, 1974), and especially from his influ-
ential article “Economic Action and Social Structure: The Problem of Embed-
dedness” (1985), in which he theorized the importance of social relationships 
in the formation of economic organization. Since its publication, Granovet-
ter’s theory of embeddedness has provided economic sociology with its most 
widely acclaimed programmatic statement.
 The importance of this article is in Granovetter’s contention that the em-
beddedness perspective offers an effective sociological counterpart to Oliver 
Williamson’s microeconomic transaction cost theory. Williamson (1975, 1985) 
argues that economic organization (that is, intra-firm organization) grew 
out of efficient ways in which individual firms solve the transaction costs in-
volved in doing business. Objecting to Williamson’s economic individualism, 
 Granovetter counters with the thesis that all economic actions are socially sit-
uated and grounded in ongoing networks of social relationships. “Social rela-
tions, rather than institutional arrangements or generalized morality,” argues 
Granovetter, “are mainly responsible for the production of trust in economic 
life” (1985: 491). The networks of social relations constituted by trust, in turn, 
organize the economy.
 In making this claim, Granovetter clearly recognizes the meso-level nature 
of his theory. “(T)he causal analysis adopted in the embeddedness argument is 
a rather proximate one. I have had little to say about what broad historical or 
macro-structural circumstances have led systems to display the social-structural 
circumstances they have, so I make no claims for this analysis to answer large-
scale questions about the nature of modern society or the courses of economic 
and political change” (1985: 506). Granovetter, however, is not saying that em-
beddedness has nothing to do with the macro structures of economy and soci-
ety. Quite the contrary, Granovetter is making a case for using the meso level 
as a way to create an “adequate link between macro- and micro-level theo-
ries.” Therefore, he concludes, “The use of embeddedness analysis explicating 
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proximate causes of patterns of macro-level interest is well illustrated by the 
markets and hierarchies question. The extent of vertical integration and the 
reasons for the persistence of small firms operating through the market are 
not only narrow concerns of industrial organization; they are of interest to all 
students of the institutions of advanced capitalism” (1985: 507).

the meso-orientation of Conventional approaches

Understanding advanced modern economies through meso-level variables 
has been the hallmark of economic sociology. The most prominent theme 
running through much of this literature is an emphasis on the proximate cau-
sation between embeddedness and organizational outcomes. This theme is 
developed in two distinct ways, depending on the conceptualization of where 
economic activities are embedded: in network structure itself, or in social, 
economic, and political institutions culminating with the state.
 Many researchers, using advanced network methodologies, link the formal 
structural properties of networks to diverse sets of economic outcomes (for ex-
ample, Burt 1992, 2004; Podolny 1993, 2005; Uzzi and Spiro 2005;  Wasserman 
and Faust 1994). Most of these theorists assume that immediate structural 
properties of networks (and not the long-term causes of networks) produce ob-
served outcomes, such as higher profits, greater upward mobility, and more 
power and influence.3 Despite their emphasis on outcomes for individual ac-
tors inside networks and not on the origins of the network themselves, there 
is also an assumption that activities of individual actors have effects on the 
macro level; namely, that the macro-level structures represent path-dependent 
accumulations of individual actions taken in the context of diverse structural 
configurations.
 Another set of researchers focuses on the relational and institutional foun-
dations in which economic networks are embedded. Some of these studies 
came before the publication of Granovetter’s 1985 article, but they uniformly 
took on greater theoretical meaning after it appeared. These researchers ex-
amined business group networks (Hamilton and Biggart 1988; Gerlach 1992; 
Granovetter 1994, 2005; Stark 1996; Stark and Bruszt 1998; Biggart and Guillén 
1999; Guillén 2001), ethnic business networks (Waldinger 1986; Waldinger, 
Aldrich, and Ward 1990; Light and Bonacich 1988; Light 2005), and gender 
networks (Biggart 1990; Brinton 2001). Unlike structuralist interpretations, 
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these network studies show that the embeddedness of economic networks in 
social institutions produces economic outcomes. However, as in structuralist 
accounts, the researchers typically do not analyze the long-term or underlying 
causes of the networks themselves, but rather the shorter-term institutional 
factors that shape them, in one form or another, without actually causing 
them in the first place. For example, a number of the theorists cited above ex-
amine the effects of social (national, ethnic, or gender) relations on economic 
activity, and thereby assume, implicitly, that these social relations produce the 
economic activity, instead of merely shaping what would have occurred in 
some guise even in the absence of those social relations.
 Although many conventional theorists look at the link between social 
institutions and economic organization, the more common focus in the in-
stitutional approach is the state. This variant of the institutional approach 
is less inspired by Granovetter’s sociological thesis than by a new interest in 
industrial organization, an interest spawned in part by a number of diverse 
publications in related fields, including those by Williamson (1975), Chandler 
(1977, 1990), Piore and Sabel (1984), Newfarmer (1985), Harvey (1989), Scott 
(1988b), and Porter (1990). Sociologists began to rework the conclusions of 
these studies. Reacting to Chandler’s (1977) efficiency explanation for Amer-
ican corporate structure, a number of sociologists (Perrow 1981, 2002; Roy 
1997; Fligstein 1985, 1990; and Prechel 1990, 2000) countered with their own 
interpretations. Although differing somewhat from one another, all of these 
sociologists argued against an efficiency explanation and for an institutional 
explanation that included the political power of the state to determine corpo-
rate outcomes.
 This interpretation initially paralleled, and then later merged with, a 
concurrent theme that a number of sociologists began to promote regarding 
the relative autonomy and administrative capacity of the state (for example, 
Skocpol 1979; Evans, Rueschemeyer, and Skocpol 1985; Evans 1995). In this re-
working of an older Marxian conception of the state (Poulantzas 1969; Jessop 
1982; Block 1987), political institutions specifically relating to the bureaucratic 
apparatus of the state were different and partially autonomous from the inter-
ests of the “ruling class.” This abstract and, within the neo-Marxian literature, 
rather erudite thesis was brought to earth by a number of scholars focusing on 
Asia, who borrowed these ideas and empirically applied them to explain East 
Asian industrialization.
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 The first Asianist to do so was Chalmers Johnson (1982). In his book on 
MITI, he posited the idea of the “developmental state” and argued that Japa-
nese industrialization could be explained largely by the state’s active interven-
tion in the economy. According to Johnson, well-trained and well-disciplined 
bureaucratic officials developed and implemented a rational plan creating 
 Japan’s globally competitive industrialization. Many other Asian scholars (for 
example, Cumings 1984, Gold 1986; Amsden 1989; Wade 1990; Woo 1991) soon 
elaborated the causative formulations of Johnson’s thesis for other rapidly 
industrializing Asian economies, especially South Korea and Taiwan. Peter 
Evans, who first put forward the importance of the state regime in Brazil’s 
economic development (1979b), conceded that East Asian states were “stron-
ger” than Latin American states, and thus could industrialize faster and more 
successfully than those in Latin America (1987). He further argued that the 
presence of a “Weberian bureaucracy” was instrumental in establishing the 
Asian states’ “embedded autonomy” (Evans 1995; Evans and Rauch 1999).
 This literature emphasizing the signal importance of political institutions 
in causing economic organization was further reinforced by a separate and 
diverse literature from scholars examining primarily European economies 
(Boyer 1990; Hollingsworth, Schmitter, and Streeck 1994; Hollingsworth 
and Boyer 1997; Dobbins 1994; Fligstein 1996; Berger and Dore 1996;  Whitley 
1999; Quack, Morgan, and Whitley 2000; Hall and Soskice 2001), but also 
those of Asia (Whitley 1992) and the United States (Nelson 1994). Strands of 
this literature are variously known as regulation theory (for example, Boyer 
1990), business systems (such as Whitley 1992, 1999), and varieties of capital-
ism  (Hollingsworth and Boyer 1997; Hall and Soskice 2001), but taken as a 
whole, the literature concludes that the intertwined nature of national and 
subnational political and social institutions inexorably localizes the conduct 
of capitalism. Most (but not all) of these theorists would agree with Block 
and Evans’s most recent conclusion: “(S)tate and economy are not analytically 
autonomous realms but are mutually constituting spheres of activity. . . . Our 
argument is that market economies are embedded within a civil society that 
is both structured by, and in turn helps to structure, the state [our emphasis]” 
(2005: 505–506).
 Conventional approaches typically treat institutions as prior, proximate, and 
exterior forces that, collectively or singly, shape economic organization. Extend-
ing this line of reasoning, many institutional theorists end up concluding that 
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the global economy is little more than an aggregation of national economies. 
For them, globalization mainly refers to processes encompassed by and con-
tained within national economies. Some national economies are big and glob-
ally significant, such as that of the United States; others are small and relatively 
unimportant globally, such as Nepal’s; but add them all up and you get the 
global economy.
 Following this logic, such a leading economic sociologist as Neil Fligstein 
finds the literature on globalization unconvincing and suggests that the ex-
pansion in world trade “has neither created widespread changes in the organi-
zation of production nor undermined the power of governments” (2001: 222). 
Big governments and big firms, he argues, stabilize national economies and 
create international agreements that stabilize the global economy (Fligstein 
2001, 2005). Not citing the GCC literature, Fligstein pays little attention to 
specific industries in his analysis of twenty-first-century capitalism and seems 
oblivious to what has occurred in Asia in the last half of the twentieth century, 
all of which, we believe, are crucial to global capitalism today.
 Another indication of the divergence between economic sociology and 
globalization studies comes from none other than Richard Swedberg himself. 
As quoted earlier, Swedberg (2003) observes that the new economic sociology 
pays very little attention to globalization. Yet in the same book, despite his call 
for more attention to globalization in economic sociology, Swedberg’s (2003) 
programmatic statement on the “principles of economic sociology” contains 
neither a chapter on globalization nor even a reference to global commodity 
chains—this despite the fact that Gereffi’s work is well-known to him and is 
included in both editions of The Handbook of Economic Sociology, books co-
edited by Swedberg.
 In fact, so silent are most conventional theorists about global commodity 
chains that one might argue that their very silence is a choice to support ex-
planations centered on the state or other institutions, and to deny that global 
processes matter in explaining economic organization. Victor Nee, a China 
specialist and prominent economic sociologist, is very explicit about his aver-
sion to considering the impact of exogenous forces on the contemporary Chi-
nese economy and society: “I have not put as much emphasis as others have on 
the international activities of Chinese firms. The focus has been on domestic 
market activities rather than on globalization per se. . . . my emphasis has been 
to develop an endogenous explanation for the rise of capitalism in China. . . .  
So if I slight the exogenous forces, it’s intentional” (Nee 2007: 5). According 
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to Nee, the fundamental challenge for economic sociologists is “to develop 
a theory of endogenous institutional change” (2007: 6), which leads him to 
ignore the role of global or transnational factors in explaining the extremely 
rapid growth occurring not only in China but in a multitude of developing 
economies.
 In claiming that the state and economy are “mutually constituting spheres 
of activity” (Block and Evans 2005), state-centered economic sociologists are, 
in reality, only interested in one half of the dialectic they posit. In trying to 
provide a distinctly sociological explanation for economic organization, they 
have lost sight of all economic activities except for those reinforcing their the-
ories. This stance amounts to a form of sociological imperialism, a stance used 
perhaps to counterbalance the imperialist attitude that they attribute to econ-
omists. However, in so doing, they also ignore a world of economic activities 
in which profits, prices, and efficiencies do matter to the businesspeople actu-
ally involved, a world of activity that is globally oriented and that has greatly 
changed in the course of the past half century.

Using Global Commodity Chain analysis to move Beyond 
Conventional economic sociology

As Jennifer Bair’s introduction to this book demonstrates, a substantial and 
diverse group of interdisciplinary scholars have used the GCC approach to 
analyze the globalization of economic activity that has occurred in the past 
fifty years. Many of these researchers focus on inter-firm linkages in global 
production networks and the implications and effects of these networks on 
local, national, and regional economies in which the networks are located. 
As Bair correctly notes in the introduction and elsewhere (Bair 2005), most 
of this research is “oriented towards the micro- (individual firm) or meso-
(sector) level, as opposed to the macro and holistic (levels).”
 These previous GCC studies reach several general conclusions: first, that 
national economies are interconnected through firms doing business with 
one another, and that the spread of these interconnections is global; second, 
that whatever social or political relations might shape these interconnections, 
firms are also linked through economic processes, which include manufacturing, 
distribution, merchandising, and retailing; and third, these  interconnections 
among firms are organized and controlled, not directly by governments or  ethnic 
groups, but rather by firms occupying points of leverage in the chain.
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 In this chapter, we go beyond these conclusions to demonstrate macro-
level consequences of the spread of GCCs. In particular we will show the 
connection between the global spread of GCCs and the development of what 
Feenstra and Hamilton (2006) call “demand-responsive economies.”

Tracking Global Commodity Chains: International Trade and the 
Organization of Industries
Empirical GCC analysis is focused on industries and products. A good first 
step to demonstrate the global significance of commodity chains is through an 
analysis of international trade. The growth of world trade has received consid-
erable attention in the globalization literature because of its direct relevance 
to employment, wages, and the expansion of free trade agreements around 
the world. However, a number of economists, especially in the trade field, ar-
gue that international trade reflects key new features in the global economy 
that underscore the salience of a GCC approach. For example, Paul Krugman 
(1995) has argued, like Sachs (1998) and Rodrik (1997), that the rapid growth of 
large volumes of manufactured exports from low-wage to high-wage nations 
is something new and important. The biggest change at the structural level is 
the rise of intra-industry trade in parts and components, especially those that 
are used as inputs for final assembly in other countries.
 What has made the international trade of inputs possible is the “ability of 
producers to slice up the value chain, breaking a production process into many 
geographically separated steps” (Krugman 1995: 332). Feenstra (1998) takes 
this idea one step further, and explicitly connects the “integration of trade” 
with the “disintegration of production” in the global economy. The rising in-
tegration of world markets through trade has brought with it a disintegration 
of the production process of multinational firms because companies are find-
ing it profitable to “outsource” (domestically or abroad) an increasing share of 
their non-core manufacturing and service activities.
 The importance of looking at international trade from an “organization 
of industries” point of view can be seen in terms of contemporary U.S.-China 
relations. In 2007, the United States had a record bilateral trade deficit with 
China of $256.3 billion, which comprised $321.5 billion in imports and $65.3 
billion in exports (U.S. Bureau of the Census, Foreign Trade Statistics). How-
ever, these figures are deceptive because China’s exports of consumer products 
rely heavily on imported inputs from the United States and especially from 
other East Asian countries. Up to two-thirds of China’s manufactured exports 
come from foreign-invested firms (Gereffi 2007), and four Asian economies 
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(Japan, South Korea, Taiwan, and Hong Kong) account for 70 percent of the 
total direct foreign investment in China (Lardy 2003).
 China is the world’s factory and the United States is its supermarket. 
China’s role in many of these export-oriented industries has mainly been 
to assemble products of components made elsewhere. In the case of Apple’s 
enormously popular iPod, researchers at the University of California, Irvine, 
calculated how the $299 retail value of the 30-gigabyte video iPod is distrib-
uted between Apple and all the companies that make the 450 parts that go into 
the iPod, which is assembled in China. The findings provide a rather startling 
insight into who captures most of the value from global production. Apple 
was the biggest winner ($80 of the retail value, for the conception, design, 
and branding of the product), and a Japanese manufacturer’s (Toshiba’s) hard 
drive was the most expensive component ($63). American companies and 
workers captured a total of $163 (about 55 percent of the retail value), whereas 
the cost of the final assembly done in China was just $4 per unit. Thus, “even 
though Chinese workers contribute only about 1% of the value of the iPod, the 
export of a finished iPod to the United States directly contributes about $150 
to our bilateral trade deficit with the Chinese” (Varian 2007).
 One of the major strengths of the GCC framework for examining con-
temporary issues such as U.S.-China trade is that it ties the concept of the 
value-added chain directly to the global organization of industries (see Gereffi 
and Korzeniewicz 1994; Gereffi 1999, 2005). This insight led to identification 
of global buyers (mainly retailers and brand marketers, or “manufacturers 
without factories”) as key drivers in the formation of globally dispersed pro-
duction and distribution networks, known as “buyer-driven” chains (Gereffi 
1994). However, this same approach can be used to track the emergence of 
GCCs over time, as we will see in the following section.

Global Historical Trajectories and national Economic Organization
Many international trade economists analyze factors influencing the balance 
of trade throughout the world. However, they typically use a level of aggre-
gation that makes detailed descriptions and causal attributions impossible. 
Indeed, they use trade data only as aggregate measures of rapid growth or as 
loose indications of outcomes produced by state planners.
 In an innovative break with this tradition, Feenstra and Hamilton (2006) 
developed ways to use trade data as historical records to chart the forma-
tion and spread of GCCs from the 1970s on. The trade data they used was 
 compiled by Feenstra for the International Trade and Investment Program at 
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the National Bureau of Economic Research from a comprehensive database of 
all U.S. imports from 1972 to 2001. This is the most disaggregated trade data 
available anywhere.4 What this database shows are “the footprints left behind 
on the path to [East Asian] industrialization” (Feenstra and Hamilton 2006: 
239). The data represent a product-level record of growth and economic trans-
formation, and are the best remaining evidence of the actual items that both 
led to the formation of GCCs and fueled Third-World industrialization. These 
data not only give analysts an ability to track the changes in the products be-
ing produced for export but also permit them to make inferences about the 
economies producing those products.
 To illustrate how these data can be used, let us first establish two trends 
for consumer goods. We emphasize consumer nondurables for the simple 
reason that, aside from petroleum products, the largest categories of U.S. 
imports are consumer goods. Figure 7.1 displays imports as a percentage of 
total U.S. consumption in major categories of consumer goods (except for 

Figure 7.1 .  Import penetration in consumer goods
source: Robert C. Feenstra, 2001, “U.S. Imports and Exports: Data and Concordances,” NBER 
Working Paper #9387, available online at http://www.internationaldata.org.
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automobiles) at ten-year intervals from 1965 through 1995. In 1965, no con-
sumer good import contributed 10 percent of total U.S. consumption in that 
category. In fact, the only U.S. import above 10 percent of total consumption 
in 1965 was an intermediate good, steel from Japan, most of which went into 
the booming U.S. automobile business in a period of labor unrest in U.S. steel 
mills. From this low point, consumption of imported goods in all the major 
categories of consumer goods rose rapidly. Now for the second trend: Figure 
7.2 shows that the vast majority of these imported goods came from just a 
handful of East Asian countries: Japan, South Korea, Taiwan, Hong Kong, 
and after 1985, China.
 These two trends suggest that the spread of GCCs rapidly increased after 
1965 and that the largest density of GCCs developed in East Asia. These two 
implications, of course, have to be qualified, because they derive from a data-
base that contains only U.S. imports. Nonetheless, this gives us access to GCCs 
in the world’s largest market for consumer goods over multiple decades.

Figur

Stanford Universit

BAIR: Frontiers of

Commodity Chain Research

ISBN: 978-0-8047-5923-6

1975 1985 1995

90

P
er

ce
n

ta
ge

 o
f 

To
ta

l U
.S

. I
m

p
or

ts

0

Apparel

1975 1985 1995

Electronics

1975 1985 1995

Footwear

1975 1985 1995

Leather
goods

1975 1985 1995

Sporting
goods

1975 1985 1995

Toys and
dolls

80

70

60

50

40

30

20

10

Japan-South Korea China-Taiwan-Hong Kong

Figure 7. 2 .  Imports of general merchandise from Asia
source: Robert C. Feenstra, 2001, “U.S. Imports and Exports: Data and Concordances,” NBER 
Working Paper #9387, available online at http://www.internationaldata.org.



148 Chapter 7

 Using the database derived from records of the U.S. Customs Service, 
Feenstra and Hamilton (2006) examine in detail the development of GCCs 
in two prominent East Asian economies, South Korea and Taiwan. They 
show that during the initial period of industrialization, from 1965 to 1985, the 
primary goods exported from these two countries were mostly the result of 
buyer-driven commodity chains and contract manufacturing.
 In summarizing these findings, it is well to keep two facts in mind. First, in 
the initial decade of rapid economic growth, roughly from 1965 to 1975, most  
of the growth in both economies was accounted for by the export sector. This 
is particularly true for Taiwan, whose population and total economy were 
roughly half the size of South Korea’s, but whose export totals to the United 
States exceeded Korea’s every year from 1965 to 2000. Second, in the late 1960s, 
exports to the United States suddenly leaped forward, making the United 
States by far the largest single market for exports from South Korea and Tai-
wan. Moreover, unlike South Korea’s and Taiwan’s exports to other countries 
such as Japan, which included many agricultural products, the exports to the 
United States overwhelmingly consisted of diverse manufactured goods. In 
fact, in the twenty years from 1965 to 1985, nearly 50 percent of the value for 
all manufactured goods exported from Taiwan and 40 percent from Korea 
went to the United States. In a nutshell, the growth of the South Korean and 
Taiwanese economies during this period primarily resulted from their manu-
factured exports to the United States.
 Feenstra and Hamilton (2006) use the U.S. import database to examine 
the economic organization of both the exporting and the importing coun-
tries. For the United States, the main importing country, they ask, “How does 
one explain, in organizational terms, the rapid growth of imports of consumer 
goods?” For South Korea and Taiwan, two of the main exporting countries, 
they ask, “How does one explain, in organizational terms, the rapid growth of 
exported consumer goods?”
 In answer to the first question, they demonstrate that the rapid growth in 
imports arose as a consequence of an economic transformation in the U.S. 
economy, a transformation they call, following Bluestone and his colleagues 
(1981), a “retail revolution.” The full scope of this retail revolution is only now 
being examined in detail (Petrovic 2005; Hamilton, Petrovic, and Feenstra 
2006; Hamilton, Senauer, and Petrovic forthcoming), but the broad outlines 
are clear enough. In the last half of the twentieth century, driven by the sud-
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den spurt of shopping malls across the United States, the retail sector of the 
American economy greatly expanded and changed form. Chain stores came to 
dominate most sectors of retailing. These sectors also became highly concen-
trated, with a handful of the largest chains having a huge market share in each 
sector. An indication of these changes is that in 1955 there were only about 
five hundred shopping centers in the United States, most of which were quite 
modest in size. By the year 2000, that number had grown to fifty thousand, 
many of which were gargantuan. Before the 1970s, shopping centers and malls 
were largely American, with a few exclusive European exceptions. By the year 
2000, shopping centers and malls had become a global phenomenon.
 In response to the initial growth of these shopping centers, new breeds 
of chain stores emerged, namely specialty retailers, such as The Limited and 
Gap, and discount retailers, such as Wal-Mart and Target. It is no coinci-
dence, in fact, that Wal-Mart, Kmart, Target, and Kohl’s all started discount 
retailing in the same year, 1962. It was also no coincidence that all the leading 
specialty retailers, including Home Depot, Office Max, Best Buy, Circuit City, 
The  Limited, and Gap, started their current businesses in the 1960s and 1970s. 
Another equally important part of the retail revolution was the rise of brand-
name merchandisers, such as Nike, Dell, and a host of others—merchandisers 
that marketed brand-name goods, but owned few if any retail outlets or facto-
ries.5 By the 1980s, brand-name merchandisers and specialty retailers domi-
nated an increasing range of consumer goods, including footwear, garments, 
toys, bicycles, and non-Japanese consumer electronics.
 In answer to the second question, Feenstra and Hamilton show that the 
retail revolution resulted not only from the rapid proliferation of organiza-
tional buyers but also from the emergence of new forms of offshore manufac-
turing—in other words, buyer-driven commodity chains (see Gereffi 1994). 
The new types of retailing and the new sources for manufacturing are two 
aspects of the same phenomenon. A third and related element is the com-
prehensive transformation in global logistics, which facilitated the linkages 
between U.S. and European retailers and Asian manufacturers (Bonacich and 
Wilson 2007). Trade data show that, in a matter of just a few years, these 
buyer-driven chains had become a key force that created both the emergence 
and the divergence of Asian economies, and whose underlying economic pro-
cesses produced what Feenstra and Hamilton (2006) call “demand-responsive 
economies.”
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the rise of demand-responsive economies6

A demand-responsive economy is one that develops and becomes economi-
cally organized in direct response to the demand from intermediary actors in 
global commodity chains. This demand is created by orders from retailers and 
brand-name merchandisers—that is, the “big buyers,” to use Gereffi’s term 
(1994). Analysts conceptualize most economies as producer-driven. From this 
perspective, manufacturers secure the primary and intermediate inputs they 
need in production, and organize their distribution channels. Retailers and 
final consumers are the last steps in these commodity chains.
 By contrast, demand-responsive economies are organized “backward” 
from final demand, which is estimated by retailers and merchandisers through 
point-of-sales information or other means, such as focus groups. Retailers and 
merchandisers use that information to design products and to locate manufac-
turers that can produce the goods at the quantity and quality levels required 
by the big buyers. The manufacturers, in turn, secure the inputs needed to 
produce the ordered goods. In the case of a long-term relationship between 
big buyers and Asian manufacturers, a market for intermediate parts and ser-
vices also develops, which leads to an economy organized around contract 
manufacturing.
 The conventional narrative about East Asian industrialization that virtu-
ally all analysts give is a supply-side story. We know that big buyers have been 
active in Asia since the late 1960s, but there has been very little research link-
ing this fact with East Asian industrialization. Quite the contrary, the stud-
ies of capitalist development in Asia continue to debate the same three sets 
of supply-side causes that first appeared in the late 1970s and 1980s: (1) the 
macro-economic environment (market fundamentalism, “getting the prices 
right”); (2) the developmental state (“getting the prices wrong”); and (3) non-
state institutions, such as the family and authority systems, and related cul-
tural factors. The pros and cons of this debate about the origins of East Asian 
industrialization remain important even today because analysts seek a bal-
anced assessment of causes in order to formulate policies that would ostensi-
bly allow developing countries to “achieve sustainable high growth rates” (Ito 
2001: 91) without repeating previous mistakes, such as occurred in the Asian 
financial crisis.
 Throughout this debate, there is an unexamined article of faith that the 
causes for the Asian Miracle, as well as the causes for continuing changes in 
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the Asian economies, are to be found solely in Asia, and that the story of Asian 
industrialization is strictly a supply-side narrative (World Bank 1993). The 
underlying assumption, shared by nearly all participants in the debate, is that 
the Asian Miracle is an Asian product. Their theories are country-centered, 
producer-driven accounts of how this Asian product was created in situ.
 In each interpretation, the presumed set of causes (such as market failure, 
macro-economic management, state policy, institutional environment) forms 
a structure of constraints, incentives, and “organizing logics” (Biggart and 
Guillén 1999) that are external and temporally prior to economic activity and 
that, in turn, produce a specific set of organizational and performance out-
comes within the economy. Although many of these standard explanations ac-
knowledge the importance of what is ambiguously described as “globalization” 
or “global capitalism” or the “world economy,” very few theorists of whatever 
bent incorporate globally significant economic or organizational factors in 
their causal explanations of local and national economic development.
 The extraordinary thing about all of these interpretative accounts is how 
rarely any of them ever mention the demand-side of Asia’s export orientation. 
Of course, theorists frequently cite export trade as “the engine of growth in 
East Asia” and emphasize the bilateral trade with the United States as being 
particularly significant for Asian economic growth (for example, Chow and 
Kellman 1993). But then, when they give causal explanations for these observa-
tions, they examine the producers of goods and, more frequently, the circum-
stances of production, rather than the buyers of goods and the circumstances 
relating to consumption. Even those strong-state theorists, such as Amsden 
(1989, 2001), Wade (1990), Evans (1995), and Kohli (2004), who are most criti-
cal of market explanations simply assume that market processes prevail at the 
demand end: somehow all those manufactured and exported products find 
overseas buyers. Robert Wade (1990: 148), who discusses the Taiwanese gov-
ernment’s economic policies in meticulous detail, seems to speak for most 
theorists when he writes that the “marketing side of Taiwan’s export growth . . . 
remains a mystery” (1990: 148).
 In our view, the core theoretical issue concerning local- and national-level 
economic development in the contemporary world is not merely whether a 
supply-side or a demand-side perspective leads to a more accurate explana-
tion. Instead, it is that producer-driven, supply-side narratives cannot account 
for the emergence and operation of global markets. These narratives remain 
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rooted in the local and national economic, political, and social institutions, 
with each economy being conceptually isolated from every other economy as 
well as from global capitalism. By contrast, adding a demand-side perspec-
tive not only makes global markets a core topic needing explanation but also 
 allows analysts to hypothesize that “market-making” processes, which include 
global retailers, play a causative role in Asia’s industrialization (Petrovic and 
Hamilton 2006; Gereffi 1999).
 The GCC approach helps to conceptualize these market-making processes. 
In ideal-typical producer-driven commodity chains, manufacturers not only 
control the process of production but also “make the consumer markets” for 
the products that they produce. Empirical examples of this market-making 
ability of producers are the automobile dealerships and credit facilities af-
filiated with specific manufacturers, both of which aim to make consumer 
buying easier and more appealing. In the heyday of American manufactur-
ing, many industrial companies actively marketed their own products to final 
consumers through retailers directly affiliated with them (such as authorized 
dealerships) (Petrovic 2005).
 In ideal-typical buyer-driven commodity chains, market-making processes 
are organized in a very different way from those in producer-driven chains. 
With buyer-driven chains, the retailers and merchandisers have increased 
 leverage to organize both consumer markets and supplier markets. Moreover, 
they have incentives to keep both types of markets separate and distinct from 
each other. On the consumer side, retailers in the same sector compete with 
each other to win and maintain customers. To compete effectively, retailers 
and merchandisers need to locate their stores (even their virtual stores on the 
Web) for customers’ convenience, to develop or otherwise obtain attractive 
products, to advertise and display their merchandise well, to establish a price 
structure that enhances sales and profit, and to provide product warranties 
and guarantees.
 On the supplier side, retailers and merchandisers need to locate or develop 
one or, more likely, a set of manufacturers that can deliver the goods ordered 
in the quality, quantity, and price points required. Retailers and merchan-
disers are usually actively involved in developing new products and produc-
tion specifications. Because retailers and merchandisers sell a range of goods, 
they typically deal with a significant number of suppliers, in effect creating 
markets, complete with price structures, for specified final products as well as 
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component parts of those products. GCC researchers (Gereffi, Humphrey, and 
Sturgeon 2005) have shown that over time these supplier markets have evolved 
from loosely organized relational networks to globally organized firms engag-
ing exclusively in contract manufacturing and actively bidding on big-buyer 
contracts.
 U.S., European, and Japanese buyers played a fundamental role in creat-
ing supplier markets for differentiated consumer goods in South Korea and 
Taiwan (Feenstra and Hamilton 2006; Hamilton and Kao 2007). Developed 
in response to the intermediary demand created by big buyers, these supplier 
markets were a large enough component of the respective economies that they 
shaped the organization of the entire economy. The emergence and simultane-
ous organizational divergence of both economies can be charted directly by 
using a combination of primary data from each government’s manufacturing 
census and highly disaggregated U.S. import data.
 Figure 7.3 illustrates the emergence of suppliers in South Korea and Tai-
wan. In the early years of industrialization, until 1985, there was in both coun-
tries a rapid proliferation of the types of goods (at a seven-digit level) exported 
to the United States, and a less spectacular but still substantial growth in the 
number of categories of garments and footwear in that total. This figure re-
veals the rapid diversification of production that occurred in both countries. 
Although the total number of products exported to the United States dramati-
cally increased in subsequent years, Feenstra and Hamilton (2006: 241–243) 
discovered that the total value of the U.S.-bound exports was highly concen-
trated in only a handful of products.
 As shown in Figure 7.4, the highest concentration for both countries occurs 
in the earliest period, with nearly 50 percent of the value of Korea’s exports to the 
United States and 25 percent of the value of Taiwan’s exports contained in only 
ten products. As the number of different types of products increased rapidly in 
the late 1970s and early 1980s, the concentration lessened, but then increased 
again in the late l980s and throughout the 1990s, as firms began to move labor-
intensive production to China, Southeast Asia, and other locations.
 The trade data also show that at the same time both economies were 
rapidly growing, the organization of the two economies was also diverging 
(Feenstra and Hamilton 2006: 245–251). Divergence begins at the outset of 
industrialization and becomes more articulated and dramatic as industrial-
ization proceeds, and this divergence occurred across all product categories. 
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For instance, South Korea and Taiwan each produced footwear, but disaggre-
gated trade data show that both countries specialized in very different types of 
shoes. Whereas Korean firms mass-produced a very limited range of leather 
athletic shoes for men and boys, Taiwanese firms batch-produced a wide range 
of rubber and plastic shoes, mainly for women and girls. With this division of 
labor, the two countries produced over 50 percent of all shoes imported into 
the United States in 1985.
 The same pattern recurs in every other industrial sector. Both countries 
produced rubber and plastic (nonfootwear) products, but Korea quickly be-
gan to specialize in the mass production of tires for cars and trucks, whereas 
Taiwan produced an exceedingly wide range of miscellaneous products: toys, 
kitchen products, pipes, knobs, household furnishings, even Christmas tree 
ornaments. Both countries exported large amounts of household appli-
ances, but Korean firms specialized in microwave ovens, whereas Taiwanese 
manufacturers exported a wide variety of products, including vacuum clean-
ers, hair dryers and curlers, and irons. After 1985, both countries exported 
products classified under the major heading “transportation equipment.” 
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Whereas South Korea mass-produced automobiles, Taiwan became a major 
parts supplier, specializing in automobile part replacements. Also, after 1985, 
both countries produced large quantities of high-technology products. Most 
of the value of Korean exports, however, came from only a few products, pri-
marily from a special category of mass-produced Dynamic Random Access 
Memory (DRAM) chips. Taiwan’s high-technology firms produced a vast 
variety of products; the semiconductor segment of the high-technology in-
dustry specialized in batches of made-to-order foundry chips, specifically 
designed by big buyers.
 Feenstra and Hamilton (2006: 253–298) argue that both the emergence and 
divergence of these two East Asian economies can be explained by iterated 
processes associated with GCCs. How do retailers and merchandisers develop 
a systematic approach to ordering products? How do they match the product 
they want with the firm that they contract to make it? It is important to em-
phasize here that these processes of matching products with manufacturers 
are core activities in export-oriented economies dominated by contract man-
ufacturing. As all veteran observers of these economies know, these activi-
ties are ubiquitous (but largely ignored by researchers), in the form of world 
trade centers, trade fairs, business associations, advertisements in every hotel 
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room, and showrooms in every factory. The processes involve the actual and 
repeated nature of matching intermediary buyers to Asian manufacturers: or-
der by order, year by year.
 As discussed theoretically by Schelling (1978), Mortensen (1988), and Krug-
man (1996), iterated matching at the individual level can lead to emergence 
outcomes at the macro level, outcomes that cannot be predicted in advance. 
Feenstra and Hamilton hypothesize that, in a competitive environment, iter-
ated matching between intermediary buyers and manufacturers creates a feed -
back loop that reinforces the characteristics of the production system by re-
warding successful competitors and the governance structure of successful 
firms and networks. The matching also drives a number of emergent back-
ground processes, most important being geographical agglomerations and the 
opening of economic niches that entrepreneurs can fill, thus creating a more 
systemically organized economy.
 A full description of these demand-responsive processes is not possible 
within the space limitations of this chapter, but in a simplified form the logic 
is as follows. Both intermediary buyers and Asian manufacturers quickly be-
come sophisticated players in the market-making game. Retailers and mer-
chandisers learn of and increasingly go to those manufacturers capable of 
making particular kinds of products. Manufacturers known for certain kinds 
of products develop their production networks so that they can fulfill or ex-
ceed the buyers’ expectations. For institutional reasons at the outset of rapid 
industrialization, Korea began with larger and more vertically integrated 
firms than those in Taiwan (Feenstra and Hamilton 2006: 169–211). Therefore, 
when buyers wanted a long run of a single product, the large Korean firms 
would be more likely to get the order, but for more fashion-oriented products 
for which only a limited number or an indefinite batch was needed, the manu-
facturing networks of small and medium-size firms in Taiwan would be more 
likely to get the order.
 For example, when Nike ordered footwear from both Taiwan and South 
Korean manufacturers, they ordered small batches of high-quality and rela-
tively expensive shoes from Taiwan and large runs of lower-quality shoes for 
mass distributors from South Korea (Levy 1991). Needing a rapid turnaround 
time, specialty retailers, such as The Limited, ordered 100 percent of their 
products from Taiwan (Gereffi and Pan 1994). Wanting to stock their shelves 
with inexpensive mass-produced microwave ovens, Kmart and Wal-Mart 
contracted South Korean manufacturers to produce high volumes of the same 
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product. The initial competitive characteristics of each economy became am-
plified through the iterated orders, which in turn led local manufacturers to 
build production networks to fill existing orders and to obtain orders for new 
products that corresponded to that particular type of production network.
 Our research over the past two decades has convinced us that rapidly in-
creasing contract manufacturing is the primary driver of East Asia’s economic 
transformation. This demand, however, led to the distinctive trajectories of 
growth that East Asian economies experienced. The exact mechanism for cre-
ating these divergent trajectories, as Feenstra and Hamilton (2006) show, grew 
out of the competitive struggle among local Asian manufacturers to respond 
to rapid increases in intermediary demand. The iterated and emergent process 
of matching buyers to manufacturers corresponds to the equally emergent 
patterns seen in the export trade statistics.
 The actual process of matching buyers to manufacturers involved not only 
the products being purchased but also the system by which the products were 
made. Big orders of the same product were more likely to go to those loca-
tions specializing in volume production, regardless of the exact item being 
ordered. Likewise, smaller batch orders were more likely to end up with firms 
that did not need large orders to survive and that were flexible enough to pro-
duce many different small lots effectively and efficiently. This iterated match-
ing process led to economies that became more specialized in their style of 
production and, accordingly, in the products they produced.
 Moreover, under conditions of rapidly increasing demand, the activity of re-
sponding to orders (keeping orders coming in from previous buyers and finding 
new buyers, and possibly obtaining orders for new types of products) meant that 
owners needed constantly to enlarge, upgrade, or otherwise enhance their pro-
duction capacity. For chaebol owners in South Korea, this necessity, brought 
on by the intense competition from only a few other chaebol, led to aggressive 
internalization strategies: strategies to enlarge production in existing firms, 
to establish new firms, to create a mechanism for internal financing, and to 
develop greater internal self-sufficiencies, all of which denied competitors any 
access to internal resources. These internalization strategies began very early 
in the period of rapid growth and encouraged owners to follow a “path of least 
resistance” in creating inter-firm networks over which they would have con-
trol, namely networks of firms personally owned by chaebol heads and their 
families, and managed by people personally dependent on, and loyal to, these 
owners.
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 Through such patrimonial systems of control (Feenstra and Hamilton 
2006, Biggart 1990), a few owners and their personal staffs were able to control 
vast resources within their respective groups and to chart the direction of 
group expansion. In a relatively short period of time, this centralized control 
of chaebol owners and the competition among these relatively few large play-
ers pushed the entire South Korean economy along a trajectory of develop-
ment toward oligopoly. By the early 1980s, this trajectory of development was 
in place and, for all practical purposes, could not be changed, short of a total 
catastrophe, which to some extent occurred during the 1997 Asian financial 
crisis, when about half of the fifty largest chaebol went into bankruptcy or 
otherwise dissolved, including one of the top four, Daewoo.
 In Taiwan, the activity of responding to orders led to an equally rapid 
buildup of production networks. Even in the early days of growth, these net-
works were widely dispersed in rural as well as urban areas, and involved 
many relatively small and medium-size firms. In enlarging their production 
capacity, firm owners here too followed the path of least resistance. Instead 
of trying to expand the size of their firms, they expanded their subcontract-
ing networks. That path was much easier than trying to obtain large amounts 
of capital needed for large firms from recalcitrant state-owned banks, or to 
fight the competition from others that would surely have arisen if individual 
entrepreneurs tried to go it alone. Building cooperative guanxi networks was 
a tried-and-true method to accomplish risky tasks and a method that could 
also be highly predictable. Once these production networks turned out to be 
successful in getting and keeping orders, they quickly proliferated. Joining 
such production networks became a clear strategy to get rich, and an astound-
ing percentage of Taiwanese households pooled their resources, started their 
own firms, and, through their connections, joined one and sometimes several 
production networks.
 The outcome of these activities was for entrepreneurs to search frantically 
for production and service niches in which they might have some relative ad-
vantage over others and, finding such a location, then to organize networks 
of colleagues to create a position of economic power that would discourage 
others from entering the same pursuit. In this competitive environment, al-
most any attempt to upgrade a family-owned business, however large, into a 
self-sufficient production system manufacturing goods for export would be 
doomed. Such an export strategy, if momentarily successful, would be quickly 
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undermined by the aggressiveness and cheaper cost structures of satellite as-
sembly systems.
 This evidence, based as it is on new data, permits us to conclude that the 
Asian Miracle is not simply about Asia and its catching up with the West, 
but rather about the emergence of global markets for consumer products and 
global supply chains for those products. Demand-side factors need to be in-
corporated in order to have a balanced explanation of Asian industrialization, 
but it is equally certain that, when these factors are incorporated, the explana-
tion substantially changes.

Conclusion

In this chapter, we seek to bridge the gap between the institutional, endog-
enous, and meso-level orientation in much of mainstream economic sociol-
ogy, and the macro-level research tradition that focuses on the organization 
of economic activity in the global economy and its impact on the institutional 
features of both developed and developing societies. We draw heavily on re-
search linking the United States and East Asia to illustrate key theoretical and 
empirical aspects of this new paradigm. Our main thesis is as follows. First, 
the so-called Asian Miracle is an aspect of the globalization of markets for 
differentiated consumer products that has been fueled by the retail revolu-
tion, initially in the United States and later in Europe and elsewhere. Second, 
the emergence of these global markets was made possible by the formation of 
demand-driven “backward linkages” that made manufacturing into organi-
zational extensions of retailing and merchandising, that is, into buyer-driven 
commodity chains. Third, these backward connections between global inter-
mediaries and local manufacturers became organized and institutionalized in 
very different ways in different places, leading to radically different outcomes 
in all of the first-mover Asian economies.
 We believe that this type of market-making explanation for the emer-
gence and divergence of Asian economies is a paradigm-changing theory. It 
is a theory that encompasses not only individual Asian economies but also 
the global integration and change in economies over time. If these hypoth-
eses are correct, then economic organization, in general, and in South Korea 
and Taiwan, in particular, is best explained by the organizational dynamics 
of “doing things together” (Becker 1995). In this explanation, neither the state 



160 Chapter 7

nor macro-economic conditions nor transaction costs play fully independent 
causal roles.
 The perspective developed here encourages us to ask for a reassessment 
of the answers given by most students of Asian economic development. We 
cannot provide a full account here. However, we can offer a preliminary reas-
sessment on which future research might be based.
 In our view, state officials always look at economies for which they are try-
ing to develop and implement policies as going concerns. For the most part, 
they tacitly accept and take for granted the cultural milieu as well as the or-
ganizational features of the societies and economies of which they are a part. 
Perceiving economies as complex objects in motion, state planners spend 
most of their time trying to figure out what is going on. They collect statistics, 
they consult experts, they read world economic trends to see which industrial 
sectors are worthy of support and which ones are not. They also listen to local 
businessmen, some in official gatherings and others in private within their 
circle of families, friends, and colleagues. Although their world of activity is as 
complex and as confusing as any other in the society, state planners also have 
an added dimension of needing to plan and to take some sort of action. They 
need to do what is possible, and if politics is the art of the possible, this means 
to refine what is already present and to cultivate what is already  growing.
 Much of the literature on the developmental state overstates the rationality 
and expertise of these government officials and exaggerates the accuracy and 
impact of their policies. Although state policies and programs may enhance 
an economy’s ability to grow and change, the effects of state actions are often 
much more limited than is represented in the literature on the developmental 
state. In terms of Asian industrialization, it is clear that decisions made in ref-
erence to the economy were, in fact, often solutions to noneconomic problems 
(such as nationalism in times of martial law) that were made after it was ap-
parent that the intended goals of the policies would be reached without the ac-
tual policies being implemented. The five-year plans developed in both South 
Korea and Taiwan are cases in point.
 This is not to say that the state has no role in economic development. Quite 
the contrary, even if state actions are often lagging effects (as opposed to a 
leading cause) of economic growth, they can help to sustain or rationalize 
existing trends. Capitalist economic organization involves complex, interde-
pendent, cross-market activities that generate an internal momentum that 
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is difficult for any single actor to alter, however well placed. Howard Becker 
(1995) calls this momentum the “power of inertia.” The details of the activity 
are means of integration and interdependency: the product standards, the re-
quirements of importing and exporting, the rules for accounting, the sizes of 
containers for container ships, the barcodes on nearly every component, the 
modes of communication—all these and ten thousand other trivial and non-
trivial details combine to interlink economic activities and make any attempt 
to change the direction of the whole a difficult, if not impossible, thing to do.
 Insofar as politicians and state planners develop policies that comple-
ment the existing organization of the economy, such as industrial targeting 
in South Korea, then the role of the government will be to push the economy 
in the direction that it is already going. Such policies often have strong effects. 
In Korea’s case, state policies undoubtedly favored some chaebol over  others, 
which hastened the dominance of the top four or five chaebol over other busi-
ness groups. In Taiwan’s case, the development of government-sponsored ini-
tiatives in the computer industry to finance factories, such as Taiwan Semi-
conductor Manufacturing, to supply intermediate inputs for smaller firms 
downstream not only was tremendously successful in helping Taiwan build a 
viable high technology sector, but also purposefully built on existing patterns 
of allowing the exports manufactured by smaller firms to drive the demand 
for the intermediate inputs manufactured by larger upstream firms.
 State policy often falls short of its objectives, in part because of the sheer 
complexity of all the activities involved in any large-scale institutional set-
ting. For export-oriented economies like those of East Asia, and in an era 
when global intermediaries play a key role in the process of iterative matching 
of buyers and suppliers described in this chapter, we need to move beyond 
simplified models of market-driven or state-centered outcomes. Once the 
emergent global economic organization becomes a going concern, the viable 
options for the state’s economic policies become progressively narrowed. For 
state officials and entrepreneurs alike, when economic organization develops 
its own internal momentum, it is like the proverbial tiger: once you begin 
 riding it, you cannot get off.
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GLoBaL VaLUe Chain anaLysis oF ten takes the Firm a s 
its most micro unit of analysis.1 For anyone interested in poverty 

reduction, this is a strange place to stop. Not only does it mean ignoring the 
role of workers in adding value, but it also misses a central dynamic in the 
analysis: the impact on labor standards and other outcomes affecting  workers 
caused by the way that global value chains are managed. Good-practice “supply 
chain management,” as it is known in the business literature, is increasingly 
taken to mean bringing the principles of “lean production” into global value 
chain relationships. Brands and retailers in the food and garment industries 
(among others) are demanding faster, more flexible, and cheaper production 
from internationally outsourced suppliers. These farms and factories, however, 
are not geared up to deliver because they lack the managerial and technical 
tools needed to cope with the demands of lean production, and they have little 
power to negotiate with buyers. As a result, suppliers transfer the pressure 
onto workers, who bear it in the form of precarious employment; workforces 
that are composed primarily of women and migrant workers endure insecure 
contracts, low wages, excessive hours, and few benefits. Because these work-
ers are typically not organized or formally represented, they have little power 
to resist. Indeed, the success of retailers and brands in creating low-cost flex-
ible supply chains appears to rely on the availability of a pool of workers who 
are socially and economically obliged to accept work on such terms.



166 Chapter 8

 What have been the responses to this problem? National governments, far 
from reinforcing respect for labor rights, have often weakened them in law 
or practice, implicitly accommodating the flexibility demanded in order to 
be a preferred competitive location for global sourcing. Meanwhile, as a de-
fensive precaution against scandal, many leading food and clothing retailers 
and brands (also referred to here as lead firms) have adopted ethical codes of 
conduct specifying labor standards to be met by their suppliers. But the pur-
chasing practices of buyers in those lead firms often undermine the very labor 
standards they claim to promote.
 Trade unions and nongovernmental organizations have long been aware 
that the terms and conditions of employment for workers are at least in part 
determined by the dynamics of global value chains. In this chapter, we draw 
on research that was conducted by ourselves and colleagues at Oxfam Inter-
national in collaboration with partner organizations to demonstrate how 
global value chain analysis can illuminate the situation of a too frequently 
forgotten constituency in these chains—the workers employed in the farms 
and factories on whose labor large retailers and brands depend.2 We also note 
ways in which global value chain analysis is being used not just to document 
the dynamics of global industries but also to change industry- and firm-level 
practices in ways that can benefit workers and other stakeholders.

research methodology

The objective of the research that we report on here was twofold. Our primary 
aim was to understand and describe the impact of emerging commercial prac-
tices in global supply chain management on the terms and conditions of em-
ployment for workers at the labor-intensive stage of production in those supply 
chains, and the consequences of this work for women’s unpaid domestic labor 
in the reproductive economy. Our secondary aim was to use this understand-
ing of supply chain impacts on workers in order to support women workers’ 
organizations, and to engage with multi-stakeholder initiatives in modifying 
supply chain purchasing practices so that they are consistent with respect for 
labor rights.
 The research design consisted of a comparative analysis of the impact on 
workers of the pursuit of commercial efficiency in global value chains, with a 
specific focus on fresh produce (particularly fruit and flowers) and apparel. 
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The approach was to elicit multiactor viewpoints, using semistructured in-
terviews, with five groups of actors across twelve countries. The research was 
conducted by a combination of academic researchers local to each country, 
national staff from Oxfam International country programs, and researcher 
staff in local nongovernmental organizations working with Oxfam, and it was 
carried out between June and December 2003.
 First, interviews were conducted with 1,310 (predominantly female) work-
ers employed on fruit farms and in apparel production. These interviews 
focused on the terms and conditions of employment as experienced by the 
workers, and on the subsequent implications of this paid labor for the unpaid 
work that they perform in the reproductive economy. Workers were initially 
contacted either through local worker organizations (although those inter-
viewed were not limited to membership of these groups), or through permis-
sion from farm or factory management, and samples were obtained either 
through random sampling or through snowballing techniques, depending on 
what the context allowed. The interviews were conducted in the respondents’ 
national languages and lasted on average sixty to ninety minutes.
 Second, researchers conducted interviews with ninety-five managers and 
owners of apparel factories and thirty-three managers and owners of farms 
and plantations in which the workers concerned were employed. The inter-
views focused on understanding the attitude toward the workers of those 
managing, and especially their strategies for managing labor recruitment, 
productivity, and remuneration under the conditions generated in global 
value chains for fruit and apparel. Researchers sought to interview the man-
ager who was responsible for operational decisions with respect to labor; 
where this person declined or was not available, then other management staff, 
or the owner, were interviewed instead.
 Third, interviews were conducted with forty-eight government officials 
involved in labor law legislation or implementation, and with ninety-eight 
representatives of labor unions, workers’ organizations, and other nongovern-
mental organizations. The aim in both cases was to elicit opinions about the 
reasons for the evident divergence between national labor legislation and its 
implementation, as documented by our and others’ research.
 Fourth, we conducted interviews with fifty-two agents, suppliers, and im-
porters, who were largely selected on the basis of the contacts provided by farm 
and factory owners, or who were major agents or exporters in the  country. 



168 Chapter 8

Last, we conducted interviews with seventeen staff of the brands and retailers 
who were the ultimate clients of the suppliers interviewed for this study. These 
brand and retail companies were identified by workers, or by farm and factory 
managers and mid-chain agents, and the staff interviewed included procure-
ment managers and ethical purchasing managers.
 Research on the fresh produce sector was conducted in Chile, Colombia, 
South Africa, and the United States, and research on the apparel sector was 
conducted in Bangladesh, China, Honduras, Kenya, Morocco, Sri Lanka, and 
Thailand. In addition to these two sectors, research was conducted in the 
United Kingdom, focusing on the context of female home workers engaged in 
light assembly, such as producing Christmas crackers.
 The twelve countries and two sectors were selected on the basis of three 
criteria. We chose to focus on sectors in which women constitute a signifi-
cant proportion of the labor force, so that we could investigate the impacts of 
employment terms and working conditions on the reproductive economy. In 
addition, we opted for countries that have become established sourcing loca-
tions in global value chains for those sectors. Finally, and of importance, we 
decided to conduct the research in countries in which Oxfam has established 
relations with local organizations supporting women workers, so that the in-
terviews could be conducted in a context of social trust, and so that the results 
could be used to instigate or deepen national dialogue between workers’ or-
ganizations, employers, governments, and international brands and retailers. 
The aim in covering two sectors across twelve diverse countries was to create 
a broad comparative analysis, which produced findings applicable to workers 
at the end of global value chains in a wide range of production locations.
 On the basis primarily of the findings of this research (Oxfam Interna-
tional 2004), this chapter discusses the dynamics of these value chains, often 
as they were described or experienced by the individuals interviewed. We have 
changed the names of all the farm and factory workers interviewed to protect 
their identities, because many feared that they would lose their jobs for speak-
ing out. We have also kept confidential the identities of the farm and factory 
managers and supply chain agents interviewed because many likewise feared 
losing their positions in the business networks of major retailers and brands. 
Some staff from the retail and brand companies were also only willing to be 
interviewed under conditions of anonymity.
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the rise and spread of Lean Production

Lean production emerged from the assembly line manufacturing methodol-
ogy developed between 1949 and 1975 by Toyota for producing cars, and was 
known originally as the Toyota Production System. It is a technique that aims 
at producing goods and services while eliminating “waste” from the process, 
in which waste is defined as “specifically any human activity which absorbs 
resources but creates no value . . . Lean thinking is lean because it provides 
a way to do more and more with less and less—less human effort, less equip-
ment, less time and less space—while coming closer and closer to providing 
customers with exactly what they want” (Womack and Jones 1996).
 There are common principles behind most approaches to eliminating waste 
the lean way. One core principle is just-in-time delivery, both of component 
parts required for assembly and of the finished product to the retail floor. This 
enables suppliers and retailers to maintain low inventories of goods, which re-
duces storage costs and enables rapid response to changing market demands. 
Product batches are made in smaller quantities, then repeated if there is de-
mand, to enable flexible response to market conditions and to avoid the ac-
cumulation of stock. This places a high premium on manufacturing sites that 
can handle flexible production and can switch rapidly and at low cost between 
designs. There is of course strong emphasis on tight quality control in order to 
reduce errors and reworking.
 Two additional principles in the original conception of lean production 
are particularly relevant. First, the philosophy of lean was developed in post-
war Japan at a time when labor unions were strong. As a result, stability of the 
workforce and respect for the role of workers in the production process had 
to be built in as core principles of the approach. Hence, when practiced in its 
original form, lean production aims to create multiskilled workers who are 
able to reshape and improve the production process. They can, in this setting, 
play a critical role in increasing factory-floor efficiency, reducing human effort 
and costs at the same time. Second, the original philosophy of lean produc-
tion places importance on seeking close technical and logistical cooperation 
with suppliers and customers in order to ensure a tight flow of communica-
tions within and between firms in the value chain.
 By the 1980s, lean thinking was being introduced in U.S.-based manufac-
turing firms, and a consultancy industry spreading its principles sprang up 
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(see for example Strategosinc.com). Today it is practiced in leading manufac-
turing firms in Japan, the United States, and the European Union, and its phi-
losophy has been applied beyond industrial manufacturing to service organi-
zations, logistics organizations, and a wide range of global value chains.

mimicking Lean in Global Value Chains

Lean has proven profitable, and so it has been adopted by retail and branded 
firms as a means of managing their global value chains in the apparel and fresh 
produce industries, among many others. In the context of these GVCs, however, 
we argue that the lean production model is being mimicked in complex condi-
tions with highly unequal power relations. As a result, it is most definitely the 
workers at the labor-intensive stage of production who are getting leaned on.
 The reasons for the rise of outsourcing and offshoring in clothing and 
fresh produce retailing are diverse: falling transport costs, lower import tar-
iffs, cheaper communication technology, and trade policy reforms, coupled 
with low costs of labor in developing countries, have provided lead firms with 
the incentive to source products from Asia, Eastern Europe, Latin America, 
and parts of Africa, while also maintaining advantageous supply sources in 
OECD countries (Hayter 2004; Gereffi 2005, 2006).
 The process of outsourcing value-chain activities introduces new power 
relations between the actors in that chain, as is well documented by other con-
tributors to this literature (Quan 2008; Appelbaum 2008). Offshoring produc-
tion to farms and factories in developing countries makes the context addition-
ally complex and different from that of manufacturing in postwar Japan. Some 
of the relevant characteristics may include

• Intense competition between mid-chain suppliers, and also between 
factory-level suppliers, for a place in the supply chain of major retailers 
and brands

• Insufficient communications both within lead firms (such as between 
the design and purchasing departments in apparel brand firms) and 
between lead firms and their suppliers

• Farm and factory managers with widely differing levels of training 
and capacity to manage people, manage production systems, and 
 operate according to lean principles
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• Sourcing from countries with widely differing labor laws, and differ-
ential implementation of those laws, including countries in which 
workers are not legally allowed to organize independently

• Global value chains spread across several countries, creating diverse 
perceptions among the governments, firms, and workers involved of 
what constitutes “the system” of concern, and hence what constitutes 
value or waste within it

These characteristics set a scene very different from that of domestic car 
manufacturing in postwar Japan, and it is largely due to these differences that 
lean is being mimicked, rather than practiced, in global value chains. The buy-
ing practices of lead firms, particularly, have strong influence over relations 
in the supply chain. Most buyers must respond to an incentive structure in 
which their week-on-week performance is assessed in terms of market share, 
total sales, and profit margins. In the fresh produce retail industry, many buy-
ers are at early stages in their careers, and are under pressure to prove them-
selves within twelve to eighteen months before being moved on to a new prod-
uct: a strategy of quick rotation preferred by lead firms wanting to prevent the 
relationship with suppliers from becoming too comfortable. According to one 
South African grape farmer who deals directly with supermarket buyers, “You 
can try to negotiate but you don’t want to upset them. Every two years there’s 
a new buyer, under pressure to perform; they must make margins and raise 
turnover, and they’ve got their ways and means of doing it.”

Pressures on suppliers, Passed on to Workers

The way that brand and retail firms in the garment and fresh produce indus-
tries are mimicking lean in their global value chains is experienced by suppli-
ers as three kinds of pressure:

• Time and speed, such as pressures to deliver faster, reduce production 
lead times, and shorten design cycles

• Flexibility and seasonality, such as demands for quick changes in  order 
size and the ability to switch rapidly between product designs

• Costs and risks, such as demands for higher quality at lower prices 
and contracts that shift price and profit uncertainty onto the producer 
(Acona and Insight Investment 2004)
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The world’s leading industrial farms and garment factories can meet the 
challenge of these pressures the smart way: through management training, 
rigorous production planning, and rewarding terms and conditions for work-
ers. In Sri Lanka, for example, Oxfam found some leading factories that pay 
high wages and offer stable contracts, achieve high productivity, and so re-
quire zero overtime of their employees.
 But such world-class production systems are the exception. Most farm and 
factory managers lack the production skills and management ethos needed. 
Although brand and retail firms invest significantly in the capacity of their 
own managers, very few are willing to invest in the tools and skills needed by 
their suppliers to deliver what they demand. “I have met a lot of factory man-
agers who I feel extremely sorry for” said Rosey Hurst, a leading supply chain 
and labor standards consultant working in China. “I can’t see how they can 
do their job with the tools they have and the pressures they are under, without 
exploiting the workers.”
 For workers at the labor-intensive stage of production, the result of the 
flexible supply chains set up by retailers and brands is precarious or “infor-
mal” employment.3 These workers are typically women and often migrant 
workers. Why the predominance of women? First, some factory and farm 
managers adhere to gender-stereotyped ideas that female employees are more 
dexterous for this “hand work,” more “flexible” about endless routine and 
unskilled tasks, or more “docile” and less likely to complain or assert their 
rights. Second, it is likely that more women than men apply for jobs on such 
terms: men are more able to travel in search of better opportunities, whereas 
women’s family responsibilities may oblige them to accept seasonal, tempo-
rary, or home-based jobs. Third, the myth persists that women’s jobs provide 
only “extra” household income, perpetuating the rationale among employers 
and governments that it is less important for their jobs to be stable, with em-
ployment benefits, training, or opportunities for promotion. In fact, Oxfam’s 
research affirmed that these jobs are often the main income source for fami-
lies, and that benefits, such as paid leave time, health and maternity coverage, 
and regular hours, are highly valued by women workers because it is these 
benefits that enable them to balance their paid work with their socially im-
posed role of unpaid caring work in the home.
 For many individual women, their jobs on farms and in factories have fa-
cilitated personal empowerment, and in some cases economic independence 
or greater equality in the household. “May God bless the flowers, because they 
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provide us with work,” say the women in Colombia’s flower greenhouses. But 
women workers may pay a high price due to the terms and conditions of these 
jobs: Oxfam’s research found widespread experiences of insecurity, excessive 
stress, and subordination, particularly among women workers.
 In response to the threat of scandal and reputation damage, brands and 
retailers in both the garment industry and the fresh produce industry are in-
creasingly introducing ethical codes of conduct that specify the labor stan-
dards to be maintained by the supplying farms and factories producing their 
orders. Such codes are typically enforced through audits of labor conditions 
onsite. Codes have had some important positive impacts: they have reduced 
the use of child labor in factories and on farms, and they have generally im-
proved visible, or “tickable” conditions, such as factory lighting and ventila-
tion, lunchrooms and toilets, and health and safety measures. But the extent 
to which these codes can ensure farm and factory compliance with decent 
labor standards in part depends on the pressures created by the lead firm’s 
own sourcing practices. Ethical teams responsible in lead firms for promoting 
supplier compliance with these codes often feel they are working at odds with 
the buyers—to the extent that in one lead firm, the buyers referred to their in-
house ethical team as “the sales prevention team” (Acona and Insight Invest-
ment 2004). Suppliers are well aware of these contradictory pressures and, as 
Oxfam’s research found, tend to prioritize meeting the buyers’ demands over 
complying with labor standards.
 The following sections show how these value chain pressures combine to 
create precarious terms and conditions for workers in the garment and fresh 
produce industries.

mimicking Lean: Pressures in the Garment industry

The changing nature of garment retailing and its rising performance bar is re-
flected in changing pressures in the supply chain, in terms of time and speed, 
flexibility and seasonality, and costs and risks. These pressures undermine 
other efforts to promote good labor standards, and reinforce bad practices 
of unscrupulous factory managers. As Auret van Heerden, executive direc-
tor of a multi-stakeholder initiative called the Fair Labour Association, ex-
plained, “Most of the places I go all over the world, the contractor is not out 
of compliance because he wants to be or because he deliberately wants to cut 
corners. . . . The problems with overtime, the problems with minimum wages 
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or piece rate, the problems with harassment and abuse are because these fac-
tories are run on an incredibly crude basis. The retailers and the big brands 
are expecting very, very high levels of performance, and they keep raising the 
bar in terms of speed, cost and quality. And what these contractors do when 
faced with that type of challenge is work harder rather than smarter” (cited in 
Drickhamer 2002: 2).

Time and Speed
Two to four fashion “seasons” each year was once an industry standard for 
garment retailing; now the norm is six to eight, and the Spanish retailer Zara 
has led the move toward a model that puts out twelve seasons a year. Quick 
response means shorter production lead times—that is, the period from when 
the order is received to when the garments must be shipped off to market. 
Research in diverse countries, from Thailand and China to Honduras and 
Morocco, found that these lead times are falling significantly, in step with the 
shorter seasonal cycles. According to one Sri Lankan factory owner we inter-
viewed in 2003, “Last year the deadlines were about ninety days. . . . [this year] 
the deadlines for delivery are about sixty days. Sometimes even forty-five . . . 
They have drastically come down.”
 Compounding this trend is the lack of efficiency of critical path manage-
ment within some lead firms. Several staff in lead firms admitted that internal 
communication, such as between the design, sampling, and purchasing teams, 
is not always as coordinated as it should be. This can mean that decisions that 
get forgotten internally turn into urgent orders for manufacturers, with no 
additional time built in for production.

Flexibility and Seasonality
Fashion is fickle, and so it is understandable that brands and retailers want 
to handle their product lines in ways that can respond to consumers’ chang-
ing preferences. But rather than investing in better forecasting, which could 
help reduce market uncertainty, buyers typically demand increasingly rapid 
response flexibility from suppliers (Acona and Insight Investment 2004). Lead 
firms are placing orders for smaller initial batches of garments and then fol-
lowing up with rapid reorders for styles that sell well.

Costs and Risks
The combination of flat retail price points (such as $9.99), rising costs, and ris-
ing shareholder expectation of returns puts retailers and brands under pres-
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sure to cut their production costs, and so demand lower prices from suppliers. 
The effect is passed down the supply chain as price cuts year after year for 
many manufacturers in many countries.
 According to a manager of a Sri Lankan factory that has maintained good 
labor standards, “Our wage and electricity costs have increased around 20 
percent over the past five years yet the prices we receive have gone down by 35 
percent in the past eighteen months alone. I feel that prices are reaching rock 
bottom in Sri Lanka, and I am not sure how we will survive.” In Morocco, fac-
tory managers report rising expectations coupled with prices falling by nearly 
30 percent in recent years. Said one, “[The buyers] always want higher-quality 
garments, the price goes down due to competition, and moreover, you’re in 
no position to argue. Sometimes the orders are extremely short notice and we 
accept them.”

The Coping Strategies of Managers: Impacts on Workers
As Rosey Hurst, director of an ethical supply chain consultancy called Im-
pactt, explained, “The pressures to produce faster, more flexibly and at lower 
cost are clearly passed on by most garment factory managers to their workers 
through the terms and conditions on which they are hired. . . . Buyers pressure 
factories to deliver quality products with ever-shorter lead times. Most facto-
ries just don’t have the tools and expertise to manage this effectively, so they 
put the squeeze on the workers. It’s the only margin they have to play with.”

Hiring Women and Migrants Given factory managers’ lack of power in the 
supply chain, it is not surprising that they tend to hire workers who have little 
power to negotiate their terms and conditions. Women, usually young and 
often migrants, dominate in the cut-make-trim stage of garment production. 
Women make up 65 percent of the factory workforce in Honduras, 70 percent in 
Morocco and Thailand, and 85 percent in Bangladesh. Many are migrants from 
rural areas: Guangdong province, China’s economic powerhouse, is a temporary 
home to twenty-six million migrant workers. Four out of five of those in the 
garment sector are women under twenty-five. Under Chinese law, migrants lose 
their right of residence to live outside their home province if they lose their job. 
In any case, they lose their bargaining power: 60 percent of those interviewed by 
Oxfam had no written contract and 90 percent no social insurance.

Giving Short-Term Contracts and Fewer Employment Benefits The lean phi-
losophy of unionized postwar Japan has been distorted in terms of many 
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contemporary factory managers’ attitudes to workers’ contracts and employ-
ment benefits. With the focus on eliminating waste, and when waste is defined 
as any activity not directly adding to value as perceived by the customer, then 
maternity leave, sick leave, paid holidays, and health benefits can quickly be 
recast as wasteful costs. This attitude was summed up by one Kenyan garment 
factory manager, who claimed, “We are here for production, not reproduction” 
in explaining why his factory did not provide maternity leave or child care 
facilities.

Subcontracting Pressures Away Brand and retail buyers keen to guard their 
reputation will typically place their orders with large factories that meet their 
quality requirements. But in order to meet those same buyers’ requirements 
on delivery times and costs, many factories subcontract out. “The TNCs don’t 
allow us to do this,” admitted one Sri Lankan manager. “However, sometimes 
we are forced to in order to meet their deadlines. If a shipment of ten thousand 
pieces is due, we do about six thousand in the factory and give the rest to other 
factories who are willing to take them on.” Time is saved and money too: 
workers in Sri Lankan subcontracted units earn around 60 percent of what 
those in formal factories earn, home workers often far less. These production 
units are not audited by ethical code inspectors.
 In Kenya, large orders that a major American mass discount retailer placed 
with one factory in the export processing zone were then subcontracted out 
to many others. “We are never sure of whether the next order will be coming,” 
said one manager receiving the subcontracts. “You cannot therefore engage 
people on a regular basis when you are not sure that there will be work.” As 
a result, he hired workers on a daily basis for months on end. Out of sight of 
buyers and inspectors, workers in subcontracted units and home workers re-
ceive lower pay in cramped conditions and rarely have written contracts, and 
few are ever enrolled in social security systems.

Setting High Production Targets for Low Piece-Rate Pay Daily or hourly 
production targets are used to raise worker productivity, but they are often set 
so high that workers run themselves down simply trying to keep up. “Every 
hour the boss would count how many t-shirts my team had made,” said Sonia, 
a thirty-four-year-old former garment worker in Honduras. “If we hadn’t 
reached our quota it was added to the quota for the next hour. They used to tell 
us that we had to stay until we had reached our quota, but they wouldn’t pay 
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us overtime.” One Thai former factory owner recalled, “I offered a bonus for 
those who could stitch at least 150 pieces in one day. . . . I remember one young 
woman phoned her supervisor at 3 a.m. to say ‘I need just one more zip—I 
have almost done 150 pieces.’ . . . Sometimes I pass my former employees in the 
street; I dare not ask them about their health.”

Demanding Excessive Overtime Factories that miss their shipping deadlines 
can face hefty air-freight charges and lose their reputations. Instead, they 
will go to extreme lengths and long hours to deliver on time, as explained by 
one Morrocan factory manager: “We have a very young workforce of women 
between twenty-five and thirty-two years old. We prefer hiring women because 
they are more disciplined. At times, the women have to stay up working all 
night, and they understand perfectly the need for that flexibility.”
 Overtime and even night work are standard practice in many garment 
factories around the world. In China, overtime is limited in law to thirty-six 
hours per month but in Guangdong province, the vast majority of workers 
surveyed by Oxfam did over one hundred and twenty hours each month. It is 
often not optional: one factory rule book stipulated that “When workers can-
not do overtime they have to apply to the supervisors for a written exemption 
from overtime.” In another factory surveyed, the factory clinic recorded two 
or three sewing section workers suffering head injuries every week due to col-
lapsing from exhaustion at their machines.
 Some factories resort to extremely crude methods of raising produc-
tion, such as restricting access to the toilets. One young woman in a large Sri 
Lankan export processing zone factory explained, “We have a token system. 
For the entire line there are about forty women and only two tokens. Workers 
have to compete among themselves to get the token. If we get caught using 
a toilet without the token, then we are given a warning and the bonus is re-
duced.” In an attempt to cope with these restrictions, many workers skip meal 
breaks and drink as little water as possible, commonly resulting in cases of 
urinary tract and kidney infections.

Fiddling the Books: Bridging Purchasing Pressures and Ethical Demands Manu-
facturers are caught in the contradiction between the buyer’s demands and the 
ethical auditor’s requirements, but are well aware of the disjointed approach 
within lead firms. “I know how to deal with the ethical code people from my 
many years’ experience,” said one factory manager in Shenzhen, China. “I can 



178 Chapter 8

judge the balance of power between buying departments and those responsible 
for codes of conduct to see where the real power lies.” Like other factory 
managers, he admitted to prioritizing the buyers’ demands while fooling the 
ethical inspectors. And if inspection visits are announced in advance, quick, 
and conducted by foreigners, it is relatively easy to do.
 Double bookkeeping hides the long hours. Gita, working in a leading Sri 
Lankan garment factory, each month receives a paper bag that has her pay slip 
printed on it—but with no mention of her overtime hours. Inside the bag, with 
her earnings, is another piece of paper. She explained, “This is the overtime 
pay. The company does not include overtime payment in the pay-slip itself be-
cause then the people coming to the factory would know that we have been 
working more than the overtime hours allowed. We have been instructed by 
the company not to show this piece of paper when they come to question us.”
 Coaching and bribing workers is common. One pregnant Thai worker de-
scribed the instructions she received from the personnel manager before an 
inspection. “He said the customer will ask, ‘Do you work overtime?’ and we 
have to say, ‘No!’ But in reality pregnant workers work overtime and on Sun-
day as well. We sometimes work until two in the morning or till dawn but we 
have to say that we work overtime only until eight in the evening. . . . If we lie 
we will get paid four hundred baht [two days wages].”
 Governments, too, make it easy for factories to get away with poor labor 
standards. Labor ministries are usually underfunded and have little power 
in government and, with inspectors typically underpaid, bribery is common 
among factory managers seeking a clean report. In Kenya, labor inspectors 
did not have the right to enter export-processing zones until mid-2003. Fierce 
competition in China for foreign investment between provinces can make en-
forcing the law a low priority. “The labor regulations simply are not working 
here—nobody cares to enforce them, not even the trade union or the labor 
bureau,” said one factory director in Shenzhen, China. In Morocco in 2003, 
inspectors were paid just above the minimum wage, leaving them open to cor-
ruption. “The labor inspection means nothing,” said Fatima, a women work-
ers’ organizer. “When the inspector visits the company, he meets with man-
agement. He has a coffee with the personnel boss, goes into the control room, 
chooses a suit, tries it on, and off he goes.” And in Bangalore, India’s fashion-
garment hub, one labor inspector admitted, “We have received instructions 
from above to be lenient in inspections, as these factories are contributing to 
the economic growth of the state.”
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mimicking Lean: Pressures in the Fresh Produce industry

The structure and operations of fresh produce supply chains differ from those 
in the garment industry largely due to the characteristics of the products and 
the  markets they serve, but there are clear patterns in the pressures that sup-
pliers face.

Time and Speed
Fresh produce that can be grown year round in hothouses is increasingly sent 
as air freight, such as cut flowers, mangetout (snow peas), and baby sweet corn 
grown in Kenya and Zambia and flown daily into the United Kingdom. Re-
tailers can order these products for just-in-time delivery the next day and so 
send last-minute orders of fluctuating volumes direct to their suppliers, re-
quiring significant flexibility in the size of the workforce needed to complete 
orders from one day to the next.

Flexibility and Seasonality
Major food retailers—also known as multiples and supermarkets—typically 
offer their suppliers an assured sale through “programs,” which are commit-
ments to buy a specified volume of produce at a specified time, but for a price 
to be confirmed on delivery. Many such agreements are verbal, so there is no 
written contract to break. “Only a very small portion of the fruit is traded un-
der a signed, legally binding contract,” explained one Chilean supplier of U.S. 
and EU markets, “It can sound incredible, but it is that informal.”
 Such informality enables buyers to break agreed programs if they find a 
more favorable last-minute supply, leaving the suppliers’ agents to find al-
ternative markets. “They shop and change their minds constantly,” said one 
 apple-packhouse manager in South Africa. “It takes one month for us to get 
the fruit there, but it takes two minutes for them to change their minds. They 
tell us there is no market for Gala [apples] and that we need to change our 
supply. . . . then the only thing we can do is dump it somewhere else.” Wine 
producers selling to multiples can, likewise, face one-way uncertainty in their 
contracts. “We are penalized if the product is not delivered on time,” explained 
one. “We are given three-month forecasts for what is required, but if the re-
tailers decide they don’t want it, it’s up to the producer to sell it  elsewhere.”

Costs and Risks
Quality requirements for fresh produce have become increasingly exacting, 
because multiples typically use the appeal of their fresh produce displays to 
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draw customers over from their competitors. “Now they are telling us that the 
size of a Fuji apple is ideally 65 millimeters not 63 millimeters,” explained a 
South African apple farm manager, “So when you are thinning [the trees] you 
have to tell the workers to cut more deeply. . . . There is more skill involved, but 
it also takes longer and there is more labor.”
 These pressures show up in the packhouse, too, because the different mul-
tiples, especially in the United Kingdom, where retailing competition is par-
ticularly acute, now require the fruit to be packed using their own brand’s 
bags, crates, and sizes. For packhouses, this greatly increases the complexity 
and hence length of work. “Tesco wanted us to change their grape packaging 
from open to sealed bags,” according to a grape farmer in South Africa. “The 
new bags were three times as expensive, from 2.8 rand to 8 rand per carton. 
And the productivity in the packhouse went through the floor because it took 
workers 20 to 30 percent longer to seal those bags. But the price stayed exactly 
the same; it wasn’t even discussed. And then the other supermarkets all de-
manded it too. That’s the way it goes.”
 It can often be the farm-level suppliers who carry the financial risk when 
prices are low or volatile. The volume of fruit to be shipped may be agreed on 
in the “program,” but usually not the price: some multiples specify a ceiling 
but no floor on what they will pay. And if the buyer decides to run a pro-
motion, the farm-level supplier may bear the price cut. “They also change 
the prices: £1.49 is the price then suddenly they put it on sale and make it 99 
pence. Then they sell it in bulk. The [technical] codes of conduct do not cost 
us half as much as these things do,” explained a South African apple grower.
 Some multiples fix their margins and let suppliers carry any price fluctua-
tions that arise during the season. One South African grape supplier gave an 
illustrative example: “The supermarkets are looking for a 30 percent margin 
and say they want to sell grapes at 99 pence. So they tell the importer that he 
must underwrite the deal: if he can’t supply them with grapes at 66 pence for 
the season, he must write them a check for the difference.”
 Hence farm-level suppliers may find they are footing the bill if their fruit is 
rejected on arrival, if buyers find a cheaper source, or if buyers run low-price 
promotions to capture market share from other retailers. “I talked to my fi-
nancial manager the other day,” commented one South African apple grower, 
“and he said ‘When you deliver your fruit, who do you invoice?’ I said no one, 
and that I wait for the price to be told to me. He said ‘You’re not farming, 
you’re gambling.’”
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The Coping Strategies of Managers: Impacts on Workers
“The only ham left in the sandwich is our labor costs. If they [the supermar-
kets] squeeze us, it’s the only place where we can squeeze,” said one South Af-
rican apple farm owner. And the methods for squeezing workers are familiar.

Hiring Women and Migrants In Colombia, Ecuador, Guatemala, Kenya, 
Mexico, and Zimbabwe, women account for at least half of the employees in 
the fresh produce industries and tend to be employed in more insecure ways 
than men (Dolan and Sorby 2003). In Chile and South Africa, women get the 
temporary jobs in the fruit sector and are hired on rolling contracts for up to 
eleven months, year after year. Half of all deciduous fruit workers in South 
Africa are women, but they only have one quarter of the long-term jobs. In 
Chile, women’s employment in the fruit sector quadrupled between 1982 and 
1992, but in 2001 they held just 5 percent of the long-term jobs and over 50 
percent of the temporary ones.
 In high-income countries, too, women and migrant workers fill the most 
precarious jobs at the labor-intensive end of fresh produce value chains. Fraser 
Valley, in Canada’s province of British Columbia, is famous for its fruit farms 
but not for protecting its farmworkers: in that province, they are excluded 
from important labor laws. Eighty percent of the valley’s fruit pickers are 
Punjabi, three quarters of them women, mostly recent immigrants. Hired by 
contractors—usually higher-caste Punjabi men—they work long hours on low 
piece-rates and often do not receive the overtime pay due to them.
 Likewise in the United Kingdom, a government investigation in 2003 
found that contractors were charging Chinese, Ukrainian, and Portuguese 
immigrants high recruitment fees to work for excessive hours picking fruit 
and flowers on piece-rates far below the legally mandated minimum wage. 
The government’s report concluded that “the dominant position of the su-
permarkets in relation to their suppliers is a significant contributory factor in 
creating an environment where illegal activity by gangmasters can take root. 
Intense price competition and the short time-scales between orders from the 
supermarkets . . . put pressure on suppliers who have little opportunity or 
incentive to check the legality of labor which helps meet these orders” (United 
Kingdom House of Commons Environment Food and Rural Affairs Commit-
tee 2002–2003: paragraph 25).

Making Workers “Permanently Temporary” “We employ people as we need 
them,” explained one South African apple farm manager. “But you need to 
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break their expectation of having a permanent position, so you hire for two 
to three weeks and then you let them off for a few weeks, and then you hire 
them again.” Hiring farm workers through contractors, or gangmasters, is 
increasingly common in the countries of Oxfam’s research. According to 
one South African apple grower who has halved his long-term workforce in 
the past five years and replaced them with contract workers, “Bad market 
conditions resulted in layoffs, [and] restructuring of the labor force . . . towards 
contract labor. What has happened with labor is that you can cut them out 
at short notice if the business profitability decreases.” The impact of these 
practices on fruit-farm workers is stark. In one 2003 study in Ceres, a major 
fruit-producing area, over one in three households interviewed reported the 
loss of a long-term job in the past five years, and one in four households were 
entirely dependent on earnings from seasonal or temporary labor (du Toit 
2003: 17).
 The cost savings for farm managers from using contract labor were ex-
plained by one Chilean contractor in language that clearly reflects lean think-
ing: “Outsourcing helps firms to optimize the use of human resources, given 
that it ‘eliminates deadweight’ such as redundant payments during work de-
lays or suspension of work due to weather conditions, and payments other 
than straight compensation.” Temporary, seasonal, and casual farm workers 
get far fewer benefits and protections under law in most countries. In Colom-
bia, Oxfam’s research found some women flower workers who were paying out 
of their salaries for health coverage that they never received. “The employers 
deduct social security contributions,” said one, “but when we go to the doctor, 
they say that the employer is not up to date or that we don’t even appear in the 
system.”

Paying Low Piece-Rates for Long Hours In Chile, our research found that 
one in three fruit pickers and packers paid by piece-rate earned the minimum 
wage or less. And they put in extraordinary hours to make it, facing an average 
working week of sixty-three hours, sometimes up to eighteen hours a day. 
Some workers reported their employers adjusted piece-rates earned to meet 
only minimum wage levels. As one worker, Ana, explained, “You’re told you 
will earn so much per box, so you head off to work on that farm very satisfied, 
but once you are there, they don’t pay you what you ought to get.” In Colombia, 
flower workers’ production targets have been significantly increased, from 
covering forty flower beds in 1996 to at least sixty beds in 2003, for the same 
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pay. In the United States, at the height of the tomato-picking season in Florida, 
farm laborers work for seven days a week, eleven hours a day on piece-rates. 
For these hours, they would qualify for 148 hours of overtime pay per month, 
but U.S. federal and state laws exclude farm workers from that right.
 Overtime is often far from voluntary: the requirements to meet shipping 
deadlines or same-day orders for just-in-time delivery frequently lead to com-
pulsory late nights at short notice. Colombian flower workers can face up 
to seventy hours of compulsory overtime in a week, despite a legal limit of 
twelve, especially in the peak seasons of Valentine’s Day and Mother’s Day. 
And with the complex packing and labeling requirements of different super-
markets, fruit packhouse workers can also face up to eight hours of overtime 
in a day. “We are often told on the same day that we have to work overtime 
that evening,” explained one South African woman packing fruit. “It is then 
our responsibility to make arrangements with the [transport] services we use. 
We have to pay for the phone call to change arrangements. . . . This is not 
fair—management should pay for these calls. . . . Women who have children 
have to make special arrangements. . . . We are not given adequate warning to 
come to work prepared” (Smith and others 2003: 10).
 The industry-led drive for ethical practices in fresh produce supply chains 
is not yet as well-established or widespread as that in the garment industry, 
but the tensions with commercial practices are already clear. “We have met all 
the technical and social standards in Tesco’s code [Nature’s Choice],” said one 
table-grape grower in South Africa, “but instead of buying more of our fruit, 
they still go to other farms around here that have not. And then they ask why 
we are supplying their competitors. What do they expect us to do?” The con-
tradiction between ethical and commercial performance is also felt by staff in 
the lead firms. According to a former fresh-produce buyer at a leading U.K. 
supermarket, “Buyers are caught in a high-pressure culture of weekly report-
ing on their sales and profit margin targets. Ethical trade just doesn’t fit neatly 
into numbers, and so it gets left out of the picture.”

Using Global Value Chain analysis to advocate for Change

Oxfam and many other NGOs and trade unions are increasingly using global 
value chain analysis as part of their strategies to improve labor conditions. 
Global value chain analysis is useful in three broad ways: leveraging greater 
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impact through multi-stakeholder initiatives; informing strategies for innova-
tive worker organizing; and helping to change the terms of public debate on 
flexible employment and national competitiveness. These are each described 
in this section.

Leveraging Greater Impact Through Multi-Stakeholder Initiatives
Improving labor rights often requires coordinated interventions addressing 
employer practices, government labor regulation, and efforts to strengthen 
worker organizations. Multi-stakeholder initiatives help to achieve this coor-
dination by bringing together brand and retail firms with unions and nongov-
ernmental organizations that are operating in both the country of production 
and the country of retail. Such initiatives, in early phases, typically focused 
their efforts around creating, implementing, and monitoring codes of con-
duct. Global value chain analysis has helped to change the terms of debate 
within these initiatives by redescribing the problem and so bringing far more 
evidence and attention to the role that brands’ and retailers’ own purchasing 
practices play in undermining the very labor standards their codes are in-
tended to promote. Of course changing purchasing practices alone is no guar-
antee of farm and factory compliance with labor standards, because managers 
could appropriate for themselves the benefits provided by improved terms, 
instead of passing them on as better terms and conditions for workers. Codes 
of conduct are, hence, still critical as part of an integrated approach to change, 
along with worker organizing. Several initiatives are now under way to ex-
amine what can be done to change purchasing practices and to make them 
consistent with and complementary to existing efforts to implement codes of 
conduct.
 The London-based Ethical Trading Initiative (ETI), whose members in-
clude leading retailers, NGOs, and trade unions, set up a multi-stakeholder 
pilot project in 2005, which includes six leading garment retailers, to exam-
ine the extent to which their purchasing practices are compatible with labor 
standard compliance in their supply chains.4 The retailers are analyzing their 
critical paths from design to delivery, working with suppliers to understand 
the impact of key purchasing decisions, raising buyers’ awareness of work-
ing conditions, and collaborating with other retailers to explore the impact of 
multiple buyers sourcing from one supplier. One company within this project, 
the clothing retailer Gap Inc., found that some of its practices were not only 
affecting working conditions but also causing problems for its own business 
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regarding quality, on-time delivery, and cost. Steps that the company has con-
sidered to address the problems include improving their own adherence to a 
production calendar, redesigning their internal production processes, involv-
ing suppliers earlier, and encouraging feedback from them through a third 
party (Traidcraft 2006).
 In a separate initiative, Impactt Limited, a supply chain management 
consultancy, worked with eleven purchasing companies (mostly U.K.-based 
brands and retailers) and a group of Chinese factories in a three-year project 
aiming to reduce the extreme overtime required of workers in those factories. 
The project showed that it is possible, through gradual change, to reduce work-
ers’ overtime while maintaining or even increasing their wages, by improving 
factory productivity, human resource management, and internal communica-
tions. These are, of course, areas of performance for which lead firms would 
provide training to any division of their own firm that they expected to oper-
ate as part of a lean production system. The project results show that if lead 
firms take steps to operationalize (rather than mimic) lean by investing in 
raising the management and production capacity of their suppliers, it can 
make a significant difference. Impactt’s project also found, however, that these 
in-factory improvements were only sustainable so long as lead firms’ buying 
practices were compatible with them, such as setting realistic lead times and 
sticking to agreed timetables (Impactt 2005).
 On the basis of results obtained so far, global value chain analysis is very 
likely to grow in its usefulness for, and influence upon, multi-stakeholder ini-
tiatives. This will be particularly true if researchers producing sectoral studies 
more regularly integrate an analysis of value chain dynamics through to the 
level of workers in the production unit, rather than identifying the firm itself 
as the last level of analysis.

Women and Migrant Workers Creating Innovative Forms of Organizing
Women and migrant workers need to be able to organize effectively in order 
to redress power imbalances between themselves and both governments and 
firms, but traditional models of organizing—unionizing a permanent labor 
force working for a single employer—are unworkable in many of the contexts 
described here. Where stable jobs have been replaced by temporary, part-time, 
piece-rate, subcontracted, or home work, workers may even have difficulty 
identifying who is legally responsible for ensuring labor standards, or such 
workers may not be identified as stakeholders by ethical auditors. Global value 
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chain analysis helps workers’ organizations have a more accurate understand-
ing of power relations in the industry and to identify the actors and practices 
that have the most negative impact. As a result, unions, women’s organiza-
tions, and migrants’ organizations have often built alliances, and combining 
their complementary skills, started organizing workers as a sector or within 
a community and negotiating with all employers in a certain supply chain in 
the area. These organizations have also collaborated with ethical code audi-
tors to give voice to workers in flexible jobs.
 The Nicaraguan organization of unemployed and working women “Maria 
Elena Cuadra” (MEC), for example, has a membership consisting of currently 
employed as well as laid-off garment workers and has negotiated with factory 
employers about ending violence and harassment and improving health and 
safety standards. Likewise, the Self-Employed Women’s Association (SEWA) 
in India has developed a membership organization including industrial home 
workers capable of negotiating with employers in their sector or region. SEWA 
has supported the ETI Homeworkers Project, in which U.K.-based clothing 
retailers, supply chain agents, NGOs, and unions have worked together to 
modify practices that have a negative impact on the home workers’ labor con-
ditions. In the United Kingdom, the Trades Union Congress (TUC) has col-
laborated with organizations of home workers and migrants to do outreach to 
these groups of workers and to create a new category of membership status for 
workers in nonstandard jobs. In South Africa, the Women on Farms project 
has helped form a new union, Sikhula Sonke, of daily agricultural workers. 
Women on Farms and Sikhula Sonke have had meetings with leading U.K. 
supermarkets about evidence collected through global value chain analyses of 
the fresh produce industry. According to the project’s director, Fatima Shabo-
dien, the two organizations have successfully negotiated with employers for 
improvements in health and safety conditions on fruit farms.5

Changing the Perceptions of Governments Regarding Flexible Labor Laws
Part of the reason why governments are introducing more flexible labor laws 
and allowing excessive workplace practices is because these are perceived as 
enhancing the competitiveness of the industry, and hence the national econ-
omy. An extremely flexible workforce is sometimes seen as an inevitable di-
mension of foreign investment, rather than a consequence of certain ways of 
managing global supply chains. What is not counted in this assessment are 
the longer-term, hidden costs of precarious employment borne by women 
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workers, their families, and wider society. Global supply chain analysis can 
usefully contribute to public debates about the benefits and costs of flexible 
employment to various stakeholders, and thus about which labor legislation is 
optimum for the country.
 Documenting the hidden costs of precarious employment will help gener-
ate alternative perspectives on what constitutes an efficient “value-creating” 
supply chain because it widens the range of stakeholders whose perception 
of value is taken into account. The assessment of value should not just be in 
terms of the value that accrues to the retailer that ordered the product, nor 
in terms of the immediate export value to the country that is now a popular 
sourcing location. It should also be made in terms of the value created by the 
industry with respect to the longer-term interests of the individuals employed 
and the society in which it is operating.
 During Oxfam International’s launch of Trading Away Our Rights (2004a), 
some discussions began between government officials and alliances of labor 
organizations about the “hidden costs” of these supply chain practices for 
women workers and their families. Many worker alliances, however, met with 
standard objections that labor flexibility was essential for the competitiveness 
of an industry and hence of the country, and therefore that the (small) costs 
to individuals were “worth it.” The alliances saw that they needed additional 
documentation to support their claim that this is not always the case, both be-
cause global supply chain actors could operate differently and because of hid-
den costs for society and industry. Oxfam and partners began to identify and 
gather evidence about potential costs for society—for example, rising health 
care costs due to the chronic conditions suffered by garment workers required 
to work long hours at breakneck speeds, untreated illnesses of workers on 
temporary status who are denied social insurance benefits, or poor educa-
tional outcomes of children who have little parental supervision or attention. 
Likewise, we began to document the potential costs for industry itself—for 
example, the cost of rejects from low-quality production that is more likely 
from a transient, demoralized, and exhausted workforce.
 There is a lack of evidence about the personal and social costs of “flex-
ible labor.” For example, we have not found longitudinal studies documenting 
the impact on labor force productivity and health caused by the intensive, 
long hours of work currently found in the garment industry. Only by docu-
menting and understanding the long-term costs to workers’ health and their 
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 children’s education, and the wider costs of family instability and social frag-
mentation, can we have a real debate about the benefits and costs of labor 
force  “flexibility.”
 Some government and industry officials are recognizing the negative im-
pacts and so are slightly modifying their stance. Although changes in their 
public statements are incremental steps toward significant change in workers’ 
lives, we believe that accepted ideas and beliefs, as expressed through public 
statements, are an important element of creating that change. A significant 
initial step in changing the situation is for governments simply to acknowl-
edge that “flexible” employment can be problematic. Likewise, retail industry 
representatives need to acknowledge the role played by their own purchasing 
practices in perpetuating poor labor standards in their suppliers’ farms and 
factories.
 Following the launch of Trading Away Our Rights, some officials publicly 
affirmed that precarious employment was a development concern. The coor-
dinator of the United Nations Development Program’s National Human De-
velopment Report in El Salvador acknowledged that labor market flexibility 
did not bring automatic benefits, and that these policies should be assessed 
in regard to human development.6 In Indonesia, the director of the National 
Board for Development Planning (BAPPENAS) revised downward his as-
sessment of the benefits provided by labor flexibility reforms implemented in 
2003. Although reforms were expected to stimulate employment and protect 
subcontracted workers, he stated in November 2004 that provisions of the 
Act needed to be improved, especially those dealing with subcontracting.7 In 
the United Kingdom, the secretary of state for trade and industry acknowl-
edged the link between unprotected employment and gender and race in-
equality when announcing reforms to minimum wage regulations to ben-
efit piece-rate workers: “The change to the home working rules will protect 
people who work in an industry that has a history of exploitative rates of pay, 
especially [to] minority ethnic and women workers” (Department of Trade 
and Industry 2004).

Conclusion

We return to the definition of lean production with which we began: lin-
ing up all the value-creating activities for a specific product with the goal of 
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eliminating waste, defined as “any human activity which absorbs resources 
but creates no value” (Womack and Jones 1996). The problem with this con-
ception of an efficient production system lies in the question of who defines 
what constitutes value. Victors traditionally write the history books, and in 
global value chains, it seems, lead firms define “value.” But such a conception 
of value creates supply chains that offload costs and risks onto suppliers who, 
in turn, offload them onto workers. These translate into significant “disval-
ues” for workers in the way that they are employed and the impact it has on 
themselves, their families, and their communities. At the national level, the 
wider and longer-term social costs of this precarious employment typically 
go uncounted because they are not recognized to be significant, and are not 
documented along with data on jobs created and export revenues generated.
 Global value chain analysis can provide a very effective framework for le-
veraging change and improving labor standards, as discussed in this chapter. 
Trade unions and NGOs such as Oxfam that are supporting women workers 
to secure their labor rights place high importance on getting workers’ voices 
heard in debates on global industries (and seeing these voices reflected in the 
literature on global value chains) because they reveal a great deal about the 
development impacts of “mimicking lean.” This potential can only be real-
ized, however, if global value chain analysis does not take the firm to be the 
smallest unit of analysis but goes one step further to integrate the impacts 
on workers of chain pressures and dynamics. We hope that the research and 
initiatives cited in this chapter give an indication of the significant difference 
that this can make.
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LaBeLs and standards For Commodities that are ProdUCed 

with more attention to ecological or social values have become a 
key form of political action to mitigate neoliberalism’s race to the bottom. 
These labels are especially common in the realm of food, as the well-known 
examples of “organic,” “fair trade,” and even “terroir” attest. As a form of poli-
tics, their purpose is twofold. One is to make transparent how the commodi-
ties are produced, under the assumption that if people know where their food 
comes from they will make more ethical consumption choices. The other is 
to protect land, other natural resources, and labor from the ravages of the 
market by shifting the loci of value production and retention. To this latter 
end, these protective labels are necessarily voluntary, in the sense of not being 
mandated by state regulation, and thus are designed to capture value for cer-
tain producers. To have a meaningful effect for either purpose, however, these 
labeling claims must demonstrate that the ascribed commodities are different 
from other commodities, and the claims must be substantiated. There is no 
credible label, that is, without standards and verification.
 A crucial, if obvious question, is whether these voluntary labels are effec-
tive in meeting these twin purposes. What do they reveal (and hide)? What 
or who do they protect (and hurt)? One way, albeit a partial one, to adjudicate 
these questions is to put different labeling systems through a commodity or 
value chain lens. As discussed throughout this volume (as well as in this chap-
ter), commodity chain methodologies are both descriptive and normative. In 
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other words they can be employed to describe (to explain), to create transpar-
ency (to reveal), and to capture value (to redistribute). Yet, as I will demon-
strate, even in the ideal, different sorts of labels significantly vary as to what 
they reveal and what they protect; as they are operationalized their differences 
(and weaknesses) are made even clearer. For one, they fundamentally depend 
on forms of exclusion to be effective. Yet despite my abiding skepticism of 
labels as a vehicle of social and environmental improvement, they may be all 
that there is. In other words, it may be that at this political juncture, to use 
Margaret Thatcher’s unfortunate phrase, “there is no alternative.” So then the 
question becomes, What sort of broader politics do they provoke (and con-
strain)? That is, is it possible that although their apparent effects are anemic, 
they put processes into motion with far larger potential to effect progressive 
change?
 This chapter thus has three aims. Its primary purpose is to theorize the 
relationship between the commodity chain approach and these voluntary 
ethical food labels as a form of politics;1 a secondary one is to subject the la-
bels themselves to the scrutiny of a commodity chain approach to see (1) what 
they reveal or hide and (2) what or who they protect through value capture. 
A tertiary purpose is to suggest, albeit briefly, how these labels might provoke 
a broader politics beyond their immediate effects. Throughout the chapter I 
will be touching on the notions of commodity fetishism and value, because 
both are so central to the overall questions. Empirically, I will draw my ex-
amples mainly from organics, my particular area of research, although I will 
also make more cursory comments on other labeling schemes. I begin, then, 
with a discussion of the commodity chain approach and its politics.

Politicizing Commodity Chains

As should be clear from reading this volume, the commodity chain approach 
can be typologized in several different ways (for example, disciplinarily, 
schools of thought, even ontologically).2 Some scholars, including some in this 
volume, focus on chain governance as the key differentiating variable. In light 
of many of the things I will be discussing, namely the proliferation of ethical 
products and the increasing power of private systems of regulation to con-
struct and ensure quality in certain spheres of commodity production, they 
are now positing the existence of regulation- or consumer-driven commod-
ity chains (Gereffi, Humphrey, and Sturgeon 2005; Gibbon 2001a). This surely 
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demonstrates the blurring of descriptive and normative uses of the commod-
ity chain approach, which I will differentiate. Nevertheless, for the purposes 
of this chapter I want to suggest a taxonomy that draws out just those pro-
grammatic distinctions and puts them on a short continuum.
 The vast majority of work using commodity chain methodologies is funda-
mentally descriptive, albeit in various ways. For example commodity chains 
have been used to examine industrial organization, a usage that seems to have 
origins in French industrial economics. Montfort and Dutailly (1983) first 
used the term filière to refer to a set of firms linked vertically in the creation of 
a single product. The organizational structure of an economy could then best 
be understood and described as a collection of constituent filières, or com-
modity chains. Geographers and heterodox economists have borrowed from 
this usage to discuss technological and economic interdependencies between 
spatially proximate buyers and suppliers, as well as firms linked horizontally 
in relations of cooperation (Storper 1997). Implicit to this usage is the recogni-
tion that the specificity of the nature of and market for different commodities 
bears on, if not determines, the social relations that bring them to fruition 
(Barham, Bunker, and O’Hearn 1994).
 Commodity chains have also been used to describe globalization. To be 
sure, in charting the geographical path commodities take from conceptual-
ization to use, the approach has created a methodological window onto all 
sorts of questions relevant to economic geography. So, for example, although 
the global commodity chain approach highlights the vertical “slice” of a given 
product’s trip from design and inputs to consumption (Gereffi and Korzenie-
wicz 1994), its inherent spatiality, along with commodity specificity, has af-
forded a new lens onto theorizations of uneven development. For that reason, 
among others, geographers Leslie and Reimer (1999) have recently argued that 
commodities and their components should be analyzed not only by how they 
travel through space, but also by how their production, consumption, and reg-
ulation are shaped by and produce space and place.
 These insights as to how commodity chains shape social relations over space 
easily lead to more politically explicit uses of the commodity chain approach. 
For some scholars, the very justification for scrutinizing a commodity borrows 
from Marx’s notion of commodity fetishism: the necessary masking of the so-
cial relations under which commodities are produced. Such masking allows 
capitalist commodity production to retain much of its legitimacy. Commodity 
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chain analysis then becomes an unveiling of sorts—a way to show and have 
seen how commodities are really produced as a first step in transforming social 
relations (Hartwick 1998; Hudson and Hudson 2003). The idea that society- 
nature relations are equally concealed in commodity production but can also 
be opened up to scrutiny is in keeping with this perspective (Allen and  Kovach 
2000). There is a geographic dimension to this approach as well, for the distan-
ciation putatively inherent to globalization makes the commodity all the more 
inscrutable as to how it is made and distributed (Harvey 1990; Hartwick 1998; 
Hudson and Hudson 2003). It should be noted that this particular emphasis 
has somewhat oblique origins in the world-systems approach that spawned 
early work in commodity chains analysis (Hopkins and Wallerstein 1986). As 
the chapters by Bair and Wallerstein in this volume remind us, in calling this 
linked set of processes a commodity chain, world-systems theorists sought to 
reaffirm the existence of an international division of labor and to recognize 
social reproduction (the production of workers as commodities) as part of this 
division of labor. Although this was originally a programmatic move to shift 
the unit of analysis in international political economy away from the nation-
state, concerns with the transparency of commodity movements in relations 
of “unequal exchange” also raised the question as to where value is added, ap-
propriated, and distributed, leading us to the third usage.
 The third programmatic usage is explicitly redistributional, then, with the 
point being (borrowing from a familiar phrase) not to describe the chain but 
to change it. The idea here is that commodity chains can be regulated in such 
a way as to shift where value is appropriated, to favor some actors in the chain 
over others. The origins of this particular emphasis can also be found within the 
global commodity chain approach, most associated with Gereffi (1994). In bring-
ing focus to inter-firm behavior, and specifically the power dynamics among 
different firms in a chain, researchers hoped to gain insight into nodes of value 
capture and retention. The conceit of the global value chain literature is precisely 
that national development prospects can be improved by industrial “upgrad-
ing” to processes that produce or capture more value (Gereffi, Humphrey, and 
Sturgeon 2005; Gibbon 2001a), although the overall approach remains elusive 
about where value actually comes from. Recently Kaplinsky (2004) has argued 
that surplus distribution along a given chain is a function of rent-generating 
barriers to entry that are in turn a function of chain governance. Rents thus 
become the source of value; rents make possible redistribution.
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 It is striking that similar ideas have been developed by agro-food schol-
ars prior to or outside of the emergence of the commodity or value chain 
approaches. It is even arguable that value capture is more possible with food 
commodities because of certain characteristics of those commodities. This, 
then, is the topic of the next section.

Commodity Chains and agro-Food exceptionalism

Despite the recent surge in popularity for commodity and value chain analy-
sis (as evidenced in this and other recent volumes), such analysis has long 
been a workhorse of scholars in the anthropology, sociology, and geography 
of food and agriculture. Yet it seems to have evolved somewhat independently 
from those approaches that focused on manufactured goods, in part because 
commodity chain methodologies in agro-food research developed precisely 
to address a number of methodological issues unique to food as an object of 
study. In this section I want to feature some of the major developments in this 
area, both to demonstrate how the uses of commodity chains in agro-food 
studies have differed and to suggest how it is that voluntary food labeling has 
become such a prevalent site of action. In doing so I hope to point to how such 
labeling schemes differ from, say, sweat-free apparel.
 The seedling was Friedland’s (1984; Friedland, Barton, and Thomas 1981) 
path-breaking work in “commodity systems analysis,” which focused on the 
mutual interaction of production practices, grower organization, labor, science 
and extension, and marketing and distribution systems on the production of 
agricultural commodities. The purpose of this exercise was in part to show that 
food production is rarely internalized into one firm and, as a result, is highly 
influenced by the network of actors that are tangential to the fields. It also il-
lustrated the importance of commodity specificity. Not only are tomatoes not 
like widgets, unable to conform perfectly to the exigencies of factory produc-
tion, but tomatoes are also not like lettuce. In this regard, Friedland was build-
ing on—if sometimes reluctantly if one is familiar with his life’s work—a large 
literature on agricultural exceptionalism, particularly that which highlighted 
how crop specificity, perishability, and seasonality, and the nonidentity of labor 
time and production time, affected the organization of production and distri-
bution (Bunker 1989; Kautsky [1899] 1988; Mann 1989).
 In a similar vein, early work by David Goodman and his colleagues (Good-
man, Sorj, and Wilkinson 1987; Goodman and Redclift 1991) noted that food 
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systems are fundamentally dependent on biophysical production, to the ex-
tent that much of the value received in the market is created by biological pro-
cesses. Yet the riskiness of biological production has made agriculture rela-
tively unattractive for industrial capitals. Capital has been more likely to enter 
into sectors in which technologies exist to overcome or regularize nature, and, 
they posited, these opportunities for more predictable profitmaking could be 
found in discrete activities that could be removed from the rural setting and 
put into factories. In that way they explained the rise of the agricultural in-
put and food-processing industries more generally and certainly contributed 
to understandings of the salience of genetic engineering technologies today. 
Although they did not engage the language of commodity chains, at least ini-
tially (compare Goodman and Watts 1994), in effect their argument was that 
available technology would shape the length and complexity of a given com-
modity chain.
 Ben Fine combined aspects of both approaches in his systems-of-provision 
framework. Seeking to explain food consumption, Fine gave centrality to the 
uniqueness of any given commodity in shaping its provision and, hence, its 
consumption (Fine and Leopold 1993; Fine 1994, 1998; Fine, Heasman, and 
Wright 1996). Besides his insistence on the verticality of any given system of 
provision as a way of understanding causality, he brought two further insights 
to the commodity system approach. One is that food systems are thoroughly 
dependent on agriculture and particularly land as a major factor of produc-
tion. Consequently, the historically contingent ways in which landed property 
intervenes into the accumulation process and the various ways that rents are 
appropriated influences both the scale and intensity of accumulation (Fine 
1994). The other is that food systems are shaped by the organic (that is, bio-
logical) content of the food in question at all instances along the commodity 
chain. Therefore, all systems of provision are necessarily affected by the meta-
bolic processes of eating and digestion. Here, Fine went to great lengths to 
contrast this insight with that of Goodman and Redclift (1991) who, he claims, 
only considered the organic content at each end of the chain (in other words, 
the beginning as a growing plant or animal, the end as metabolized through 
the human body).
 Since this early work, many agro-food scholars have attempted to lengthen 
and deepen commodity chain methodology, especially in reference to ac-
cusations that it is too economistic in light of the deep cultural content of 
eating and food. Friedland (2001) appended the idea of “commodity culture” 
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to the commodity systems framework, suggesting that beliefs about certain 
commodities may also play a determinative role in their production (more 
so with certain commodities than others, he claims). Dixon’s (1997) cultural 
economy approach proved to be a more integrative corrective to the prob-
lem of “culture” and consumption.3 Recognizing how production has largely 
been relegated to the purview of economics with its privileging of material 
explanation, and consumption the purview of anthropology with its current 
favoring of the symbolic, Dixon aptly pointed to how production (the creation 
of value) has been too often understood as that which happens at the factory 
(or field) while consumption (the sharing of meanings) as that which happens 
within the household. Accordingly, there is a methodological and conceptual 
break when the consumer arrives home to cook the food; value added there-
after is not counted as work, adding a clear gender dimension to the prob-
lematic, as well. Alternatively, she said, we need to acknowledge production 
within the household and nonmarket exchanges in the whole chain of provi-
sion, including “the trade in representations and the processes of transferring 
symbolic value” (152). FitzSimmons and Goodman’s (1998) discussion of the 
 co-metabolism of symbolic and corporeal nourishment (also Goodman 1999) 
enriched and extended Dixon’s schema even further, with its insight that the 
ingestion of food sustains both laboring bodies and thinking subjects.
 Other correctives to commodity analysis have reflected new developments 
in social theory as well as disciplinary concerns. Following Fine’s concerns with 
ground rent and pre-dating the recent flush of value chain analysis, Guthman 
(2002, 2004) explored how commodity meanings can produce economic rents, 
even to be imputed into land values. DuPuis (1998) suggested that commodity 
chain analysis (and political ecology) must take more seriously what happens 
at the “other end” of the chain, calling for what she calls a political ecology 
of the body. In recognition of the social embeddedness of actors (and their 
“agency”), others looked at how relations of trust are forged between buyers 
and sellers along what are otherwise quite tenuous chains, particularly when 
perishable crops are at stake (Arce and Marsden 1993; Freidberg 2004). Finally 
(but not exhaustively), the idea of a chain has been superseded with that of the 
network, in recognition that there are multiple and multidirectional influences 
on, in this case, commodity production (Whatmore and Thorne 1997).
 Thus far I have made little mention of the labor process in agriculture other 
than noting the nonidentity of production and labor time (meaning that crops 
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grow and animals graze with little human work going on). Yet this is signifi-
cant too. Building on Chayanov ([1924] 1986), Mann (1989) argued that this 
nonidentity creates an obstacle to capitalist production, which seeks smooth-
ness and regularity. She then went on to use this to explain the persistence of 
the family farm. Although she has been proven wrong empirically, the point 
that agricultural labor is irregularly applied is important, and, as many have 
argued, contributes to the more general social vulnerability of peasants and 
farm laborers. In addition, Benton (1989) has noted that agricultural labor 
tends to be what he calls “eco-regulatory” rather than productive. By this he 
means that labor processes in agriculture tend to create and improve the con-
ditions of agricultural production but do not produce the product. The same 
could possibly be said of food production and processing—certainly labor 
processes must work around, enhance, or take care of the biological content. 
That labor itself is not always productive in the classic sense perhaps contrib-
utes to the social devaluation of food and agricultural labor. At the same time, 
that certain types of food labor are treated as crafts (for example, cheese and 
wine-making, restaurant cooking)—the exceptions that prove the rule—may 
provide some hints regarding the efficacy of voluntary food labels. For their 
point is in part to revalorize food and agricultural labor so the people who do 
this labor can be adequately compensated.
 Finally, notwithstanding earlier accounts of a “world steer” (Sanderson 
1986) nor the many studies of global food supply chains, most scholars of agro-
food systems would agree that food supply chains are not equivalent to those 
of manufactured goods (Goodman and Watts 1994). They are usually simpler 
in terms of the number of contributing supply chains—even comparing, say, a 
frozen TV dinner to a car, and not forgetting the crop protection inputs, food 
processing aids, and genetic technologies that likely went into that dinner. 
They are often considerably shorter in terms of the number of intermediaries, 
particularly with perishable foods.
 In short, much has been said about the uniqueness of agricultural com-
modities, and many of these ideas bear on the commodity chain methodology. 
But the primary reason I have rehearsed these arguments is to shed light on 
how it is that food has become such a locus for ethical commodity production. 
Taken together (and the points I make here are hardly exhaustive), this litera-
ture points to the need to take nature as biology seriously, as a source of value, 
as an “obstacle” to capitalist or at least factory production for certain segments 
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of production, as a source of anxiety in the trade of agricultural products (here 
I discussed perishability but certainly food-borne disease looms large), and as 
a metabolic or digestive function in food (Olestra and such notwithstanding). 
All of these aspects in some sense uniquely shape the production, distribution, 
and consumption of agricultural commodities and provide some explanation 
for shorter supply chains.
 I have also nodded to the intense cultural meanings associated with food 
and agriculture, which exist quite literally along the entire commodity chain, 
from soil to digestive waste. Although much more could be said—and has 
been said—many scholars rest this intensity of feeling on the fact that food is 
“the intimate commodity,” one of the few that enters in and passes through 
our bodies. It seems, then, that it is some combination of the “ick factor” of 
food, the immediacy of its moral content, and the centrality of agriculture in 
both developmental and environmental imaginaries that makes food more 
subject to ethicalization. Yet one of the key reasons, I would argue, that food 
has become subject to these labeling schemes is that it can be. It seems rela-
tively easy to make a food supply chain transparent; it is certainly thinkable 
that such chains can be regulated in a way that alters where value is appropri-
ated. And it is precisely with these relatively attenuated supply chains that 
we see these labels flourishing: coffee, produce, cheese. For that matter, it is 
relatively easy to make a food label work as a regulatory space, particularly in 
so far as consumers are used to reading food labels for information. Neverthe-
less, to do so still requires the commodification of nontangibles. This leads us 
back to the two central problematics that weave through this entire discus-
sion: commodity fetishism and the meaning of value.

Commodity Fetishism and the indeterminacy of Value

As I have stated, the purpose of voluntary, ethical food labels is twofold. One 
is to make transparent how the transformation of nature and use of labor are 
different in the commodities they describe from that of common commodi-
ties; the other is to redistribute value along the supply chain to favor certain 
producers and land uses. These objectives are not straightforward analytically. 
The former assumes some version of commodity fetishism; the latter assumes 
the determinacy and stability of value.
 If commodity chain analysis purports an unveiling of how commodities 
are produced in a global economy (Hartwick 2000; Harvey 1990), it should 
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stand to logic that those commodities which are claimed to be produced in 
more ecologically sustainable or socially just ways are intended to reveal the 
social and natural conditions under which they are produced and circulated 
(see Hudson and Hudson [2003], who use the language of peeling away the 
veil quite liberally). This purposeful defetishization is seen by many as a sort 
of positive politics, and, again, it is particularly common with food. As Bell 
and Valentine (1997) suggest, food labeling in particular is a way to provide 
heretofore concealed information about the materials and processes that agri-
cultural producers incorporate or avoid. I have observed that many producers 
of alternative food commodities trade on the presumption that if only people 
really knew what they were eating, they would act differently in their pur-
chasing choices, and many consumers purchase their products precisely be-
cause they feel that commodities are “unveiled.” This conviction surely has 
to do with the intimacy of food as well; the “ick” factor figures prominently 
(although then one also has to explain why it is that people eat McDonald’s 
hamburgers despite what they know).
 Nevertheless, the idea of commodity fetishism (along with false conscious-
ness) has come under considerable intellectual attack of late. These criticisms, 
though related, employ three somewhat separate arguments. Some question 
macro-notions of social power in constituting food networks in the first place 
and therefore reject attempts to locate the sources of such power (Lockie and 
Kitto 2000). Some question whether unveiling the truth is even possible (Re-
imer and Leslie 2004). Instead, we are exhorted to “get with the fetish” by 
finding the ruptures and reworking them into other meanings (Cook, Crang, 
and Thorpe 2004). The most damning criticism of the commodity fetishism 
idea, however, is that it assumes the consumer to be a dupe, a final player 
in a top-down chain of provision, and not a conscious, reflexive actor in the 
semiotic-material world in which he or she takes part (Goodman and DuPuis 
2002; Lockie 2002). It may well be that, in the case of fast food, consumers 
do know where their food comes from and are making a Faustian bargain 
for, say, cheaper, more convenient food (DuPuis 2001). This line of thinking, 
however, does not dispense with the commodity chain methodology and its 
implied relations of power and value, but rather takes the consumer quite seri-
ously as an actor within the commodity chain.
 Yet if the notion of commodity fetishism is made untenable, the idea that 
commodities, and in this case ethical commodities, “speak for themselves” so 
that consumers are wholly enlightened must be put to the same scrutiny. For it 
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seems that the idea of ethical labeling puts a good deal of weight on the ability 
of the label to produce knowledge and the desire of the consumer to consume 
knowledge, thereby reinforcing neoclassical assumptions of consumer sover-
eignty. Commodity fetishism may not be tantamount to false consciousness, 
the latter of which implies a willful ignorance, but neither can defetishization 
produce perfect knowledge, or, for that matter, a willingness to pay for that 
knowledge.
 The question of value is thus related. Assuming “normal” conditions of 
competition under capitalism, for a commodity to be protective of the envi-
ronment, classes of people, or both, it must realize value for the targeted actors 
above and beyond what they would receive otherwise. This extra value is what 
provides the necessary cushion to preclude a competitive “race to the bottom.” 
Optimally, this cushion would allow for all “needs” of social reproduction and 
the replacement or renewal of used natural resources; minimally it would cre-
ate conditions less exploitive than existing arrangements. Even if the goal is 
not explicitly monetary, but rather, say, better working conditions, it seems a 
necessary if not sufficient condition that the unit of production retains more 
value to allow for lower productivity. In that way, ethical commodities by def-
inition are redistributive. Although they may appropriate value from other 
nodes of the supply chain, they are more likely to target a redistribution of in-
come from consumers to primary commodity producers and their productive 
assets. Of importance, attempts at ethicality that are not redistributive can 
worsen social conditions. This is best exemplified in the new European ethical 
trade initiatives, such as Eurepgap, which are designed to have all producers 
conform to what are presumably higher standards (Campbell 2005). The prob-
lem is that meeting these standards is so onerous and costly that, much like 
ethical initiatives in Britain, they force certain producers out of the market 
(Freidberg 2003a) or into informal or illicit markets (Dunn 2003).4

 But what is the source of this value? Value is far too complicated to be 
critically examined in a chapter of this scope, so a few propositions will have 
to suffice. Classical political economy assumes that the origin of value is in the 
labor applied in producing a commodity—the labor theory of value. Roughly 
speaking, the source of profit (surplus value) is the difference between the re-
muneration of labor and the value of commodities as realized in the market in 
the form of prices. It also assumes that markets are clearing; in other words, 
that prices equilibrate supply and demand and, moreover, that perfect compe-
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tition ensures that prices do not generally rise above costs plus a normalized 
profit margin. It follows that value received in the market beyond the “nor-
mal” rate of return is based on some sort of scarcity, whether naturally or so-
cially created. These over-profits are what economists call rent—an unusually 
high return to a factor of production. And though generally these rents are 
founded on supposedly rare inputs, or temporary technological efficiencies in 
the case of so-called Schumpeterian rents, they can also result from consum-
ers’ culturally constructed wants and needs and regulations that create indus-
try-specific monopoly conditions, including the establishment of intellectual 
property rights. As Kaplinsky (2004) notes, it is precisely these nontangible 
pieces of value chains that are increasingly sources of rent in today’s political 
economy. Yet it is also these two sources of rent that figure into ethical com-
modities. As I will suggest, consumers’ constructed desires to be ethical can 
be met in producers’ intellectual property rights in the form of labels.
 As with notions of commodity fetishism, this idea of the source of value 
is contentious. Besides arguments from neoclassical economics that see the 
origin of profit in exchange, even among scholars sympathetic to classical 
political economy, value is seen as more elusive than as implied in the labor 
theory of value and theories of rent. First of all, as Sayer (2003) argues, the 
use values of commodities can be inclusive of moral concerns, irrespective of 
how exchange values circulate. In other words, moral concerns do not neces-
sarily enter into the commodified value of things. Second, as Graeber (1996) 
discusses, any system of value entails struggle over definition, in part because 
what is being exchanged is noncommensurable between two actors (although 
the exchange makes them so); that being obtained is an object of desire, that 
being let go is by definition expendable. But if value, as he says, is “something 
that mobilizes the desires of those who recognize it” (12), what does that sug-
gest in a supply chain that involves many nodes between primary producers 
and consumers, especially when the object of desire is not just a thing but a 
desire to be just and ethical? Surely, value in such a case becomes pretty slip-
pery. Henderson throws an additional wrench into the problematic when he 
states that “values that inhere in commodities become relative to each other,” 
and that value is always in the process of being mediated by a nonvalued or 
devalued force, to the extent that “value itself can be a destabilizing force” 
(2004: 491). Such would seem to hold for ethical commodities; the devaluation 
of labor and natural resource renewal of primary producers under  current 
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conditions of neoliberalism are exactly what have to figure in their moral 
valuation for consumers. In such a situation, these two poles of value seem 
strikingly incommensurable and would certainly call into question whether 
the price paid by the ethical consumer can really make up the “true cost” of 
that devaluation, or if, instead, it constitutes a sort of moral rent.
 The inherent relativity of value in ethical commodity chains (and likely 
elsewhere) returns us to the fetish. To defetishize a commodity is to make 
clear the value of the commodity by unveiling the many steps of value-added 
it has been through along the supply chain. This is no easy task, particularly 
when value is based on devaluation. For to really understand value, Graeber 
says, is to understand an object’s history. Mistaking the history of the object 
for the object itself is the fetish. In that way, mirroring one’s own desires to 
“do good” onto a commodity that has been tagged as ethical could arguably 
constitute a double fetish.
 These are difficult issues, which are not easily resolved. Rather than at-
tempt to adjudicate the debates on commodity fetishism and value once and 
for all, I want to look at what goes into making these voluntary commodities 
ethical qua commodities by focusing on the institutions and mechanisms that 
operationalize these labels. This attempt to unveil the unveiling will no doubt 
be construed as a suggestion that ethical consumers are indeed dupes. Al-
though I would argue that it is the mechanism and not consumer knowledge 
and intention that is at the crux of the problem, I do ask the reader to counte-
nance the idea that the ethical commodity is to some degree a fetish, and that 
its value is produced by regulatory mechanisms that capture moral concern 
and turn it into something akin to rent.5 To these issues, I now turn.

operationalizing Protective Labels

How then do these labels produce transparency or offer redistribution? In 
three key steps: standard setting, verification, and establishment of barriers 
to entry, all designed to produce an economic incentive (price premium) to 
reward (or compensate for) those who do things differently. Crucially, all in-
volve boundary setting that is at once protective and exclusionary (DuPuis 
and Goodman 2005). Indeed, exclusion is what allows this sort of politics of 
consumption to transpire at all—a critical point to consider in terms of its 
political efficacy.
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 Standards are the first step to protection. Standards, as Busch says, are a 
way of defining what is socially desirable and what is not, of disciplining peo-
ple and things (2000: 274). Standards thus delineate the production processes, 
material uses, employment practices, and so forth that are the basis of any 
sort of labeling claim and thus set boundaries around what is good and bad. 
Voluntary, proactive standards—the topic of this inquiry—must be based on 
demonstrable difference from conventional commodities. Accordingly, they 
must give the impression that only some can meet those standards—the first 
moment of exclusion. So in the case of organics, the standards are a product 
of a long and variegated political history, but in the United States boil down 
to the disallowance of certain materials that have been deemed “synthetic” 
(although that definition is much more complicated than I am portraying it 
here). Those without the technical know-how to avoid these inputs or who 
grow crops where adequate substitutes for such inputs have yet to be devel-
oped are effectively excluded from organic production, whether or not they 
incorporate other practices that may be associated with organic agriculture.
 For standards to be a meaningful form of regulation, they also have to be 
verified. Verification is what makes supply chains legible, traceable, and be-
lievable. Verification is also central to what Power (1997) calls the new “audit 
society.” Therefore, we must take seriously the effects of audit as well as the 
substance of the standards themselves. In the case of organics, verification 
is accomplished through third-party certification, a process that determines 
whether organic foods are produced in accordance with established stan-
dards. To be certified, growers must fill out elaborate paperwork, including a 
farm plan; agree to initial, annual, and perhaps spot inspections; fulfill what-
ever requirements there are for crop or soil sampling; pay various dues, fees, 
and assessments (which become part of a value chain); and, of course, agree to 
abide by the practices and input restrictions designated by that agency and the 
law itself. Once certified, growers have a right to sell that product as organic. 
The cost and hassle of going through certification, as well as the increased sur-
veillance that verification entails, obviously exclude some people from partici-
pation. In fact, insofar as certification processes themselves are produced and 
consumed, they partially constitute the value chain (Mutersbaugh 2005).6

 Finally, to realize the benefits of such standards—to ensure the  protective 
price premium—depends on the construction and maintenance of quasi-
monopoly conditions. Although all elements of organic regulation can be 
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 onerous, and the challenge of growing certain crops in compliance with 
organic standards is a barrier in its own right, the key barrier to entry is a 
required three-year transition to organic production. During the transition 
period, for instance, many growers operate on a lower margin or even a loss; 
yields generally decline at the initial withdrawal of conventional inputs, at 
the same time that crops must be sold at conventional prices. In return for 
meeting these regulatory burdens, organic growers expect to receive a price 
premium for the crops they sell. Here it is important to note that California 
(which was the basis of the now existing federal rule) once had a one-year 
transition period to organic production, and it was at the behest of already 
certified growers that it was extended to three years.
 Although such rules are attempts to avoid the erosion of rents that the or-
ganic designation is designed to protect, rent-seeking competition is neverthe-
less unleashed. The erosion of the price premium in organics is a consequence 
of these rent-seeking dynamics. As it turns out, the entry barriers to organic 
production proved to be fairly surmountable. Many growers have skirted the 
three-year transition period by bringing fallow or marginal land into produc-
tion. Rent-seeking has also taken the form of political interventions in the 
standards or verification to allow easier entry. The most recent and signifi-
cant example of this is Tyson’s intervention in organic livestock regulations 
to remove the organic feed requirement. Starbucks’s recent attempts to elimi-
nate the price guarantee from fair trade (which would basically eviscerate any 
meaning for fair trade) tell a similar tale. The paradox, of course, is that those 
who are already protected by such labels are often hurt by the proliferation of 
the very thing they want to advocate for. The tension between spreading the 
practices of sustainable agriculture and upholding a “strong” organic stan-
dard that few can meet has been the central fight of organic regulation.
 The construction of barriers, then, is the key moment, and the form they 
take determines who can participate and on what terms. And though all give 
rise to monopoly rents of sorts (an argument I pursue at length in Guthman 
2004), they may offer protection from the ravages of the market. But then, it 
behooves us to examine what or who is being protected by these labels (what 
redistributive potential they hold) and, of course, who is being excluded. For 
example, those labels that aim to protect other than a set of environmental 
production practices have different sorts of enforcement and different sorts 
of barriers. Craft labels, such as Parmigiana Reggiano, arguably are designed 
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to protect an unalienated labor process and thus retain value for the cheese 
maker. The gatekeepers of these labels are usually those already trained in the 
craft who apprentice a select group of newcomers. In contrast, terroir purports 
to safeguard particular qualities of land that are supposed to produce a certain 
taste. Access to designated land provides a formidable barrier to entry, protect-
ing those who already have that access and giving rise to monopoly ground 
rent. The commonality of these two designations is that they are protective of 
existing producers with access to land and craft; they are not redistributive per 
se, but they can protect against erosion of those producers’ livelihoods. Fair 
trade labels, then, are the only existing food labels that are clearly redistribu-
tive in their intent, and perhaps in their practice, although emerging research 
is calling fair trade into question for other reasons (Shreck 2005).
 The point, though, is that even fair trade is necessarily exclusionary, as it 
requires standards and verification processes that at the very least impose cer-
tain startup costs on producers. It seems impossible to have a protective label 
without some sort of created scarcity, and it appears that the most effective of 
these labels are highly exclusionary, protecting those with existing access to 
land or a craft. Meanwhile, those voluntary labels in which protection is im-
plied but no evidence is given that they are operationalized at all are the worse 
sort of “green-washing,” and thus fetishization of ethicality itself.

Conclusion

I have attempted to demonstrate that to transform productive relations to those 
that are less exploitive takes redistribution and a mechanism to prevent further 
redistributions of values—in other words, barriers to entry. That these barriers 
to entry are necessarily political and regulatory points to the indeterminacy 
of value distribution (although it still presumes that value itself is determin-
able). Even still, protective labels are not a panacea; they can only protect cer-
tain people no matter how they are construed, and unfortunately, people with 
something of value for consumers. Among other things, this puts a tremendous 
amount of moral onus on wealthy consumers to choose wisely. Consider all the 
producers in the world of commodities that are not of interest to latte lovers 
or, for that matter, producers of nonfood commodities. They are looked over 
entirely in what Michael Goodman (2004) calls “developmental consumption.” 
So even in the best of circumstances, protection is highly  uneven.
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 So what about the unveiling part—the defetishization that commodity 
chain analysis promises? On the one hand, these analyses unveil the distri-
bution of value, but they never unveil the meaning of value itself—for ulti-
mately value itself is relative, not just its distribution. Furthermore, the idea 
that transparency and accountability can induce change without spelling out 
the normative foundations of “ethical” behavior, or, for that matter, justice, 
seems to fetishize ethicality. On the other hand, if labels are one of the few 
tools available to mitigate the injustices and destruction of neoliberalization, 
it may be worth saving the bathwater over the baby in this case. Because al-
though the labels themselves may be limited in their positive effect and even 
produce perverse outcomes, their saving grace may be in their unintended 
consequences. That is, in a world where activist politics have been highly con-
strained by larger political economic forces, voluntary labeling may be one of 
the few tools available to provoke a broader politics. They may help embarrass 
(or encourage) major suppliers into changing their practices, as Unilever did 
in nearly abandoning the use of genetically engineered supplies of grain for its 
European market. They may make transparent corporate vulnerabilities that 
activists can exploit (see Chapter 10, by Munro and Schurman, in this volume). 
They might even produce new political subjects, who will create still unimag-
ined forms of collective action and resistance in a rapidly changing world.
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dUrinG the L a s t haLF oF the 199 0s ,  eUroPe an PUBLiC s 
were barraged with media stories about genetically modified or-

ganisms (GMOs). Articles on “Frankenfoods” splashed across the pages of daily 
newspapers; television news stations reported on GMO trade disputes and pub-
lic safety questions; and one of the longest-running radio shows in Britain—The 
 Archers—even featured a fictional series about the issue. Government officials, 
public figures, and a wide array of organizations took stands on agricultural bio-
technology, declaring themselves either very supportive of, or deeply opposed to, 
the use of these new technologies. Animating this public debate was a small group 
of activists based in several dozen nongovernmental organizations (NGOs). In-
deed, as a result of these activists’ actions and the public and consumer support 
they generated, European publics turned firmly away from genetically modified 
(GM) foods at the turn of the century, and catalyzed important new regulatory 
restraints on the technology (Schurman 2004). These included a six-year de facto 
moratorium on new GM crop approvals, followed by the application of stringent 
labeling and “traceability” laws for foods containing GMOs.1 In Britain, major 
supermarkets committed themselves to ridding their “own brand” products of 
GM ingredients, as did a host of the continent’s food-processing giants, includ-
ing Nestlé, Unilever, and Cadbury Schweppes. As a result, the mainly U.S.-based 
agricultural biotechnology industry was sent reeling.2
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 Although social activism around genetically modified foods is most com-
monly associated with the “anti-biotech” movement in Europe, there has also 
been a long-standing social movement opposed to the use of GMOs in agri-
culture in the United States (Schurman and Munro 2006; Tokar 2001).3 In 
fact, concerns about genetic engineering were raised by activists in the United 
States as early as 1977 and have remained a focus of organizing for the past 
thirty years. Indeed, the development of anti-biotech movements followed a 
similar course on both continents. Both movements initially relied on a poli-
tics of counterexpertise and pressed for legal and regulatory changes when 
they discovered how hard it was to arouse public concern about a not-yet-
commercialized technology. Both movements also broadened their strate-
gies when GM foodstuffs and crops were approved and introduced into the 
marketplace and it became politically feasible to attack GM food products 
directly. Where these movements diverged was in their success in mobilizing 
public opposition to GMOs and influencing the state. Unlike in Europe, the 
U.S. anti-biotech movement has gained relatively little traction. Although it 
has raised public awareness of the use of these technologies in the U.S. food 
supply and stimulated a few changes in government regulatory policy, it has 
not been able to catalyze anything like the response that occurred in Europe. 
This is true despite the fact that U.S. activists tried many of the same tactics 
that their European counterparts used so successfully, including direct ac-
tions, public education, and supermarket campaigns.
 So why was the European anti-biotech movement so efficacious, while the 
U.S. movement was not? We address this question through a comparative 
analysis of anti- biotechnology activism in the United States and in the United 
Kingdom. We focus on the United Kingdom because the movement there was 
so successful in turning public opinion around and forcing change at the gov-
ernment level, and because focusing on one European country allows us to 
avoid the problems posed by cross-national variation in European cultures 
and institutional contexts. As other studies of the biotechnology controversy 
have shown, although there are certain unifying features of the European 
context (such as the presence of the European Union institutions), there are 
important national differences in the way European publics have interpreted 
and responded to activism around GMOs, and the technologies themselves 
(Gaskell and others 2000, Heller 2002).
 Most people who have attempted to explain why the United Kingdom 
turned against GMOs in the late 1990s emphasize one or more of several fac-
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tors: an intense fear of innovation in the food supply precipitated by Britain’s 
experience with bovine spongiform encephalopathy, or “Mad Cow” disease, 
in the 1990s; a culturally rooted suspicion among the British public of the pu-
tative benefits of science and technology, particularly compared with Ameri-
cans, who tend to be highly accepting of both (Priest 2001); and a protectionist 
sensibility among European farmers and governments, who fear that these 
technologies threaten their own domestic agricultural industries (author in-
terviews; see also Bernauer 2003). Certainly, all of these explanations hold 
part of the truth. But none takes proper account of the critical role played by 
activists in galvanizing public responses to the technology. Nor do they ap-
preciate the ways in which the structural and organizational characteristics 
of the commodity chain opened or constrained opportunities for mobiliza-
tion that allowed activists to exploit conjunctural political conditions and 
cultural traditions in building public opposition to the technology. As such, 
they do not illuminate the political dynamics of the struggle over agricultural 
 biotechnology.
 In this chapter, we suggest that a more fruitful approach is to explore these 
politically usable openings through an analysis of the intersection between 
the structural characteristics of the global commodity chain for food, on the 
one hand, and conjunctural events, cultural factors, and political interests, on 
the other.4 The commodity chain literature has stressed the ways in which the 
organization of particular commodity chains is characterized by specific pat-
terns of competition between firms, as well as specific relationships of power 
and dependency at various points in the chain. These patterns establish points 
of vulnerability, or “weak links,” in the chain in specific places and times.
 Yet these weak links are not only structural. They are also determined by 
the kinds of relationships and alliances that are established among the net-
works of social actors along the commodity chain, and these are informed by 
cultures of consumption, production, and competition, as well as traditions of 
political engagement and participation. Our explanation takes both structure 
and culture into account by focusing on the relationship between the socio-
economic organization of the global commodity chain for food, on the one 
hand, and the cultural and political construction of networks among actors 
involved in the chain, on the other.
 In thinking about the political construction of these networks, we draw 
on aspects of actor-network theory (ANT). ANT holds that actors engaged in 
a defined activity produce particular outcomes by “enrolling” in “networks” 
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that mobilize around the specific knowledge claims, physical processes, con-
ventions for action, established wisdoms, and actor-interests that make that 
activity possible. All the actors necessary for the success of the activity (and 
the achievement of the outcomes) are components of the network.5 We adapt 
this notion of actor enrollment by focusing on the ways in which particular 
actors involved in the biotechnology commodity chain contribute to the ex-
pansion and consolidation of pro- or anti-GM networks through their chain-
oriented activities and interactions. For instance, farmers buy and cultivate 
seed (GM, non-GM, or both) through farming practices that entail a range of 
interactions with other actors, including seed suppliers and distributors, bank 
and loan officers, farm equipment, biotic resources, insurance adjustors, and 
so on. All of these interactions are essential not only for them to be successful 
farmers, but also for GM seeds to have a successful “career.”
 Similarly, food consumers affect not only the operation of the food com-
modity chain but also the trajectory of the biotechnology industry if they de-
cide to eschew GM food, either by changing the basket of products they shop 
for or by shopping elsewhere. Thus these actors’ production or consumption 
decisions profoundly affect the fortunes of agricultural biotechnology. In this 
light, an analytical focus on the enrollment of actors in pro- or anti-GM net-
works along the commodity chain is useful because it helps us understand not 
only the factors that worked together to create a resistance to these new tech-
nologies in Europe, but also why GMOs were not rejected in the United States.

anti-Biotechnology activism in the United kingdom

Anti-biotechnology activism in the United Kingdom began in the 1980s when 
a handful of people became concerned about the health, safety, and meaning 
of the new techniques of genetic engineering, and began organizing around 
the issue.6 In the early phase of the movement, before the science had suc-
cessfully produced much in the way of genetically modified organisms, anti-
biotech activism centered on what social movement scholars call a “politics 
of counter-expertise” (Purdue 2000). Most of the movement’s energy was de-
voted to “fighting science with science,” pressuring government agencies to 
take a precautionary approach to these new technologies, and using political 
and legal means to challenge the extension of intellectual property rights law 
to life forms (Emmott 2001; Purdue 2000).
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 When the first GM cereal crops were introduced into Britain from the 
United States in 1996, the movement’s strategy and tactics changed substan-
tially, beginning with a Greenpeace blockade of ships unloading unsegregated 
GM and non-GM grain in Southampton. This shift partly reflected the new 
organizing possibilities that accompanied the commercial introduction of 
GM foods, but it also reflected the changing composition of the movement, 
which had grown to include many more organizations, including some that 
were mass-membership groups (such as Friends of the Earth, the British Soil 
Association, Greenpeace UK).7 Reflecting the new blood and energy flowing 
into the movement, activists expanded their “repertoire of contention” (Tilly 
1978) to include more symbolic acts of protest, mass demonstrations and civil 
disobedience (for example, the destruction of field trials of GM crops), and 
grassroots education campaigns. The movement also mobilized an alternative 
discourse around the technology (using metaphors such as “genetic pollution” 
and “Frankenfoods”) and targeted the industry leader, Monsanto, in an ag-
gressive anticorporate campaign, denouncing it for valuing profit over people 
and for seeking to gain control over the world’s food supply through its grow-
ing portfolio of crop patents.
 Perhaps most important of all, activists initiated a major campaign aimed 
at urging food processors and retailers to stop using and selling GM foods. 
Anti-biotech activists specifically targeted the leading British supermarket 
chains and played one off against another in an attempt to force them to reject 
GM food. This tactic yielded a major victory in March 1998, when Iceland 
Foods, a large frozen-food producer and supermarket chain, agreed to elimi-
nate all GM foods from its shelves and to ensure that its own-label products 
would not contain GM ingredients (BBC News 1998).
 Largely as a result of these new tactics and the movement’s skill in getting 
its message out to the mass media (see further on), U.K. citizens’ awareness 
of GM food increased markedly after 1996, and public opinion began to turn 
against it. Whereas the majority of Europeans were agnostic about agricul-
tural biotechnology in the early part of the decade, “widespread public ambiv-
alence about GM foods . . . [gave] way to widespread public hostility” by the 
decade’s end (Gaskell 2000: 938). By the summer of 1998, only one out of six 
British people was found to be “happy” with the introduction of GM foods, 
and virtually 96 percent wanted them labeled (The Economist 1998). Over the 
ensuing year, many food processors and supermarket chains followed the lead 
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set by Iceland Foods and moved to clear their shelves or brands of GM ingre-
dients and products. Among them were Sainsbury’s and Tesco, the two largest 
U.K. food retailers (Henson and Northern 1998, Table 1), and Unilever, the 
world’s largest food manufacturer (Waugh 1999).
 Activists in the United Kingdom and in a number of other European 
countries were also instrumental in pushing their governments, and ulti-
mately the EU as a whole, to alter their regulatory positions on agricultural 
biotechnology. Although the British government had looked favorably upon 
GM crop approval requests during the early 1990s, it was forced to reverse 
its support after 1997. In June 1999, the European Union amended its regula-
tory framework for GM crop approval, Directive 90/220, such that it became 
impossible to get any new crops approved (Carr 2000: 15; Charles 2001). This 
de facto moratorium had a powerful influence on keeping new GM crops out 
of Europe and served as an important political complement to the closure 
in the retail market described earlier. Even after this directive was officially 
lifted in May 2004, the EU created a new set of challenges for firms seeking to 
introduce GMOs into the food supply by establishing a stringent set of label-
ing and “traceability” requirements that require documentation of a food’s 
ingredients from farm to fork.
 The shift in public opinion toward GM foods together with the aforemen-
tioned market and policy changes had major reverberations on the geography 
and length of the commodity chain for processed foods. Supermarkets in the 
United Kingdom began searching for countries that could provide them with 
GMO-free corn, soy, and canola, leading to a new geography of production 
and the creation of new supply relationships (for example, with “officially” 
GMO-free Brazil). Moreover, as Europe’s trade partners, particularly its for-
mer colonies in Africa, observed what was happening on the continent, they 
became highly reticent to plant GM crops. Europe’s rejection of GMOs also 
helped stimulate an industry dedicated to producing “identity preserved” 
crops for export to Europe.

explaining activist eff icacy in the United kingdom

There were three mutually reinforcing factors that facilitated the ability of the 
British anti-biotech movement to smother the commercialization of agricul-
tural biotechnology in the United Kingdom. One was the structure of the com-



 Chain (re)actions 213

modity chain for processed foods, which established the processing and retail 
sectors as particularly vulnerable links for attacking the technology. A second 
was the strong culture of popular distrust regarding the ability of government 
regulatory agencies to protect the public’s health and safety. This culture both 
established agricultural biotechnology as a hot political issue that kept it in 
the jaundiced eye of the media and enabled activists to paint the government 
as more closely allied with the industry than with its citizenry. The third was 
the transnational character of the commodity chain, which exacerbated politi-
cal and cultural, as well as structural, tensions in the chain. Through strategic 
action, activists were able to exploit all of these tensions.

The Structure of the Processed Foods Commodity Chain
Agricultural biotechnology firms do not sell their products, that is, GM seeds, 
directly to food consumers, but to farmers, who plant and grow them. Farmers 
sell their crops to grain elevators or handlers, who then sell the milled grain to 
food processors. Food processors’ products are then sold to supermarkets, the 
fast food industry, and restaurants, which sell them to final consumers (Fig-
ure 10.1). Furthermore, unlike the rubber or plastics industries, which pro-
duce products for a wide variety of uses and markets, the main output of the 
agricultural biotechnology industry (GM seeds) is used to produce food for 
human consumption. Consequently, even though final food consumers are 
not the direct customers of ag-biotech companies, activists could exert con-
sumer pressure at the downstream end of this “closed loop” commodity chain 
to harm the firms at the upstream end, that is, the biotechnology industry. By 

Figure 10 .1 .  Supply chain for the ag-biotech industry
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giving GMO foods a tremendous amount of negative press and mobilizing 
consumers to put pressure on retailers and processors, this is precisely what 
they did.
 The structure of the British food retail sector significantly augmented the 
impact of the movement’s retail-sector activism. Following the abolition of 
the Retail Price Maintenance mechanism in 1964, which had allowed manu-
facturers and suppliers to dictate their prices to retailers, pricemaking power 
shifted toward supermarkets. At the same time, the supermarket sector be-
came highly concentrated, dominated by five companies that held some 60 to 
75 percent of market share (The Guardian 2003, Michaels 2003).8 Competition 
within this sector was extremely fierce, and rested on competitive pricing, as 
well as on these firms’ abilities to establish themselves as purveyors of quality, 
which was captured in their house brands. In this highly competitive environ-
ment, any significant customer defection posed a serious threat. This made 
supermarkets an excellent target for activist attacks, particularly when those 
attacks were aimed at questioning the quality of a firm’s store brand.9

 Consequently, when GM foodstuffs appeared on the retail horizon in the 
mid-1990s, supermarkets faced two challenges. One was how to respond to  
the consumer campaigns that organizations such as Greenpeace and Friends 
of the Earth began to mobilize. The other was how to respond to the GM la-
beling laws introduced by the EU in 1997. These laws, which were based on 
the idea that consumers had a right to know what they were eating, man-
dated the labeling of GM foodstuffs. This placed retailers in a quandary. Faced 
with intense competition for market share, activist campaigns, and consumer 
research that showed that consumers wanted to be able to make informed 
choices, retailers were reluctant either to label their house brands as contain-
ing GM ingredients or to have their operations disrupted by activists if they 
resisted labeling. Even if GM foods did not particularly alarm company man-
agement, it was simply safer to declare themselves GM-free and to pressure 
their suppliers to provide them with non-GM inputs than to take the chance 
of losing customers and thus market share.
 The desirability of “preemptive” action by British processors and retailers 
was bolstered by the fact that among the main GM commodities were soybeans 
and canola (known as rapeseed in Britain). Both are processed into a very wide 
range of food and consumer products, from cookies to frozen chicken pot pies. 
This meant that once consumers became suspicious of GMOs, a wide range 
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of supermarket items became vulnerable to rejection. EU labeling and trace-
ability laws enabled consumers to turn their suspicions into decision-making 
criteria, and raised the cost and retail risk of selling GM products. This gave 
retailers an added incentive to reject GM products tout court.
 The interests of U.K. farmers further militated against the acceptance of 
GMOs in Britain, though the situation played out somewhat differently in soy 
and rapeseed markets. On the one hand, Britain is not a soy-farming coun-
try; almost all soy is imported. Consequently, there was no local audience for 
industry arguments about the benefits to producers of using GM seed. In ad-
dition, because soy was not widely grown in the United Kingdom, British re-
tailers could switch their sources of soy supply without hurting local farmers. 
Rapeseed, on the other hand, is a major British crop. But given the tremen-
dous power of retailers and EU labeling and traceability requirements, the 
possibility of “contamination” of their crops and fields by GM seeds carried 
multiple financial risks for farmers. One was that they might lose their im-
mediate market for their crops if they were found to be GM. Another was 
that they might lose their markets in the long-term for crops raised on land 
once known to be “contaminated.” A third was that they might lose access to 
EU subsidies (Lean, Angres, and Jury 2000; Ministry of Agriculture, Fisheries 
and Food 2000). British farmers thus found it more sensible to try to protect 
their own crops and fields from “contamination” than to coalesce in support 
of genetic engineering.

Public Distrust of Government Authorities
Behind the risk-aversion of retailers was the fact that retail risk only existed if 
public consciousness was particularly elevated or inflamed. Survey data show 
a rapid increase in public opposition to GMOs in the late 1990s associated 
with the expansion of public knowledge about the technology (Tiberghien and 
Starrs 2004). This opposition was not rooted in any strong cultural tradition 
of healthy eating manifested in a desire for unadulterated food. Indeed, the 
British eating public is not particularly health conscious. In a Food Standards 
Agency survey in September 2001, for example, 46 percent of respondents said 
that price was the key determinant for choosing their food, and only 12 percent 
put health first (Michaels 2003).10 Rather, the root of opposition was political, 
associated with a rash of food scares that swept Europe in the 1990s (Fried-
berg 2004). The most important of these, of course, was Mad Cow disease and 
its human variant, Creutzfeldt-Jakob disease. Creutzfeldt-Jakob disease had a 
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particularly terrifying impact in the United Kingdom, where it caused almost 
seven hundred human deaths in the 1990s.11 In this context, it is not surpris-
ing that consumers would be frightened by any large-scale tinkering with 
their food supply. At the same time, public attention focused less on inherent 
concerns about health than on the government’s readiness to protect public 
health and safety.
 This focus on the government’s regulatory capacity and will had two mu-
tually reinforcing implications for anti-GMO politics. First, activists were 
able to invoke this concern strategically to exploit any glitches in the technol-
ogy’s deployment that might indicate inadequate government regulation or 
uncontrollability of the technology. One key strategy was to publicize con-
tamination of non-GM seed shipments by GM seeds. In one noteworthy case, 
a political firestorm erupted in 2000 when Advanta Seeds UK admitted that 
GM rapeseed had inadvertently been mixed with conventional seed imported 
from Canada and sold in the United Kingdom and Europe over the previous 
two years.12 Activist organizations immediately called for the destruction of 
the entire contaminated crop, berating the Food Standards Agency for failing 
in its public watchdog role. The issue also ignited a rancorous debate in Parlia-
ment during which the government was assailed not only by opposition par-
ties but by its own backbenchers for its “frightening complacency” (Hickman 
and Roberts 2000, Waugh 2000).
 Growing fears of the environmental impact of a poorly regulated or un-
controllable technology also brought a wider range of organizations and 
public interest groups into the fray. For instance, mainstream and venerable 
organizations such as the Royal Society for the Protection of Birds became 
engaged because they feared the loss of vital bird habitats if GM traits should 
make plants unpalatable or should stray across species. Organizations such 
as the Soil Association, which represented organic farming interests (farm-
ers, suppliers, consumers), took up the issue because they worried that GM 
crops would spread across fields and destroy the possibility of growing uncon-
taminated organic crops. In effect, suspicions about ineffective regulation and 
control galvanized a broad range of public interest groups to form a coalition 
against the technology.
 The second implication of the broad skepticism about the efficacy of gov-
ernment regulation is that it placed public debates over GMOs in the context 
of party and government politics, an area of great interest to the media. Here 
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activists were aided by Prime Minister Tony Blair’s resolute enthusiasm for 
GM technology, which created a context in which both the popular press and 
the establishment press found an ongoing theme on which to scrutinize gov-
ernment actions. As one British activist noted,

I think that . . . newspapers like the Daily Mail [were] looking for a way to attack 
Tony Blair. He was the new prime minister, he was squeaky-clean, there was 
nothing wrong with him, and they were looking for a weak spot, and it was very 
clear that GM foods was a very big weak spot. . . . And . . . his science minister 
had . . . a lot of money invested in GM companies (author interview 2005).

 In 2001, the Guardian newspaper argued that “One of the biggest failures 
of Tony Blair’s first term was missing the public mood on genetically modified 
food and crops. . . . The fact that during his first term every supermarket chain 
has withdrawn genetically modified foods from its shelves and gone to exten-
sive lengths to insist suppliers are GM free seems to have passed the prime 
minister by.” As a result, the paper noted, “The perception that the prime min-
ister is a pushover for big business interests is partly tied up with his perceived 
lack of interest in genuine public concerns about the consequences of embrac-
ing this technology” (Brown 2001). In part, then, the strong association of 
Tony Blair with GMOs, and the controversy this created even within his own 
party, gave the issue media “legs.” Both print and television media persistently 
covered GM debates and controversies, thereby sustaining the air of unease 
around the technology and helping to keep the movement bubbling.

The Transnational Commodity Chain
The fact that the core of the biotech industry lay in the United States had 
both structural and cultural implications for the organizing opportunities 
confronting the British anti-biotech movement. In the first place, when Mon-
santo rolled its GM products into European markets, it thoroughly, and disas-
trously, ignored the cultural sensibilities of European consumers (see Shapiro 
1999). Second, Monsanto failed to pursue buy-in among British retailers and 
processors, who were not expecting a change in their products’ ingredients 
(authors’ interviews). In 2000, Monsanto CEO Hendrik Verfaillie acknowl-
edged that “Monsanto focused so much attention on getting the technology 
right for our customer—the grower—that we didn’t fully take into account 
the issues and concerns it raised for other people” (Van Yoder 2001). This 
strategic error had important ramifications at both ends of the commodity 
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chain. At the consumer end in Britain, it created what the Guardian called 
“the central problem that there is no gain in the technology for the consumer 
and only perceived threats” (Brown 2001). This threw the industry back on a 
public relations strategy that could only stress the safety of the product rather 
than its benefits to consumers. In an environment made hostile by activists 
and kept under scrutiny by the media, the industry was left very much on the 
defensive. Further, the industry could not look to the British government for 
strong public support, because the government was being pushed into tighter 
and tighter testing through activist pressure and EU regulations. This created 
the cumulative effect of a weak industry appeal and a government that, while 
wanting to be supportive, was not able to say with any great credibility that it 
would protect the public from risks associated with the technology.
 At the producer end of the GCC, the U.S.-based industry had given no 
serious consideration to strategies for maintaining strict segregation of GM 
and non-GM products, and this made it vulnerable to charges of “contamina-
tion” when these products reached Britain. By the time that U.S. processors 
and farmers became fully attuned to the need to segregate GM and non-GM 
products, the horse was out of the stable and the expense of segregation was 
prohibitive. In effect, in a kind of ironic twist, the consolidated strength of 
pro-GM networks in the United States (see next section) helped to consolidate 
the strength of anti-GM networks in the United Kingdom.
 This transnational disconnect had further political ramifications. As the 
EU elaborated its labeling and traceability requirements in the early 2000s, 
the only feasible response for the U.S. biotech industry was to seek govern-
ment assistance in opening European markets using the World Trade Organi-
zation (Ford 2001; Woolf 2001). This fueled growing anti-American sentiments 
in Europe. When the anti-GM movement portrayed Monsanto as the leader 
in American food imperialism—trying to shove a dangerous technology 
down people’s throats—they were acting strategically (Schweiger 2001; Spec-
ter 2000).13 In 2001, a leaked memo concerning negotiations between British 
ministers and high-level U.S. officials on the GMO issue enabled Friends of 
the Earth activists to stress “how much pressure the U.S. is now putting on the 
British Government to back its move to force GM products into the European 
market. . . . President Bush obviously hopes that Britain will play its usual role 
as a Trojan horse for U.S. interests inside the EU” (Woolf 2001).
 In sum, the anti-biotech movement’s success in Britain was defined not 
only by conjunctural political conditions or by local food cultures but also by 
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specific characteristics of the transnational commodity chain, which enabled 
activists to exploit key weak links to mobilize public opposition to agricul-
tural biotechnology. The features of the commodity chain that contributed 
to Britain’s market closure included a highly concentrated and competitive 
retail sector, and a supermarket chain (Iceland Foods) that was willing to be a 
first mover on the issue in order to gain a competitive advantage. In addition, 
the transnational structure of the commodity chain enabled British activists 
to engage a cultural politics that presented the industry not only as corporate 
and uncaring but as imperialist. Under these conditions, the anti-GM move-
ment was able to bring off the crucial victory of scaring the major food proces-
sors and retailers into renouncing the use and sale of GM foods. The primary 
means by which it did so was by shaping public opinion and mobilizing the 
public to express its concerns to supermarket managers, thereby threatening 
retailers and processors with a loss of market share. Conditions in the United 
States were very different.

anti-Biotechnology activism in the United states

As was the case in Europe, much of the U.S. anti-biotechnology movement’s 
energies up until the late 1980s were devoted to raising public awareness of 
the potential risks and hazards of genetic engineering, stemming the tide to-
ward “life patenting,” and forcing the U.S. government to take biotechnology 
regulation more seriously.14 Toward these goals, activists in the movement 
adopted a multipronged strategy. First, they set out to raise public conscious-
ness through public speeches, writings, and teach-ins. Second, groups such as 
the Center for Food Safety and the Foundation for Economic Trends, both in 
Washington, D.C., spearheaded a string of lawsuits against the industry that 
attempted to prevent product field-testing and, later, the introduction of the 
first applications of GM technologies. Third, U.S. activists used science-based 
arguments and data to challenge decisions made by the three government 
agencies that represented the gateway to the marketplace (the Department of 
Agriculture, the Environmental Protection Agency, and the Food and Drug 
Administration).
 Although the movement did enjoy some victories, such as slowing down 
the introduction of certain applications of the technology by a few years15 and 
turning a small class of consumers into organic food buyers, most of their tac-
tics met with limited success. For example, despite the fact that the  movement 
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promulgated numerous lawsuits against state regulatory agencies, none suc-
ceeded in changing these agencies’ fundamentally pro-biotechnology bias in 
decision making. Nor were they able to push the government to strengthen its 
oversight of the industry by replacing its “coordinated framework” of regula-
tion with a system that centralized decision-making power over biotechnol-
ogy.16 More significant, perhaps, they could not ignite the public’s imagina-
tion. Frequently, the information on which law cases turned was esoteric, and 
industry or government spokespeople were able to cast them as attacks on 
U.S. farmers who, as we show in the next section, were enthusiastic users (and 
boosters) of the technology and are invariably an object of sympathetic cov-
erage in the U.S. media. What the activists did seemingly achieve with their 
lawsuits was to augment the amount of scientific data that firms submitted to 
government regulatory agencies about the safety of their technologies. Even 
now, however, these data are considered proprietary (and are not required to 
be made public), and are not routinely used by the agencies as a basis for re-
jecting GM products.17

 In the latter part of the 1980s, the anti-biotech movement expanded its 
strategies and began to target the products that were starting to enter the 
market. The movement’s first attack took the form of a consumer campaign 
against bovine somatotropin, a growth hormone developed for use in milk 
production. Groups in three small-dairy states (Wisconsin, Minnesota, and 
Vermont) worked with Jeremy Rifkin and his organization, the Foundation 
on Economic Trends, to try to stop the marketing of bovine growth hor-
mone (BGH) by the biotechnology industry. But they struggled to gain trac-
tion in the public’s consciousness, partly because BGH is a natural hormone 
already present in milk and partly because the industry responded with its 
own vigorous campaign stressing the safety of the technology. In addition, 
the technology benefited large farmers over small farmers, and the industry 
was able to exploit the bimodal distribution of the dairy industry to weaken 
farmers’ reservations. As a result, the impact of anti-BGH activism remained 
geographically limited, reaching little further than the few small dairy states 
where there was an organized movement. No doubt the failure of this cam-
paign boosted the confidence of pro-GM interests, allowing the biotechnol-
ogy industry to conclude that American consumers did not really care much 
about GM technologies and were unlikely to revolt against the technology. In 
short, if they did not react negatively to a product such as milk, which parents 
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routinely give to their kids, they certainly were not going to lose any sleep over 
GM corn or soy. Given this industry view, it was virtually impossible for the 
movement to scare the industry with a credible consumer threat, as we argue 
further on.
 In the wake of European movements’ success in the late 1990s, organi-
zations such as Greenpeace and the Organic Consumers’ Union launched a 
series of consumer campaigns, modeled on European strategies, to push food 
processors and retailers away from GM products. Some campaigns were suc-
cessful. In 1999, McDonald’s, fearing a threatened boycott, decided not to use 
genetically engineered potatoes in its French fries. When Wendy’s and Burger 
King followed suit, Monsanto pulled its genetically engineered NewLeaf 
potato from the market. Frito-Lay, a major food processor, also declared its 
products GM-free in some markets. In 2001, the California-based supermar-
ket chain Trader Joe’s responded to a consumer campaign by agreeing to stock 
its stores only with GM-free products. But other campaigns failed. An effort 
to pressure Kellogg’s to reject GM corn was simply shrugged off by the com-
pany. And despite the intense pressure it placed on the Shaw’s supermarket 
chain in New England as part of its True Food Now campaign, Greenpeace 
was never able to get the company to capitulate. By 2003, with financing dwin-
dling, these consumer campaigns largely fizzled out.

explaining (the Lack of ) U.s. movement eff icacy

If the structural and cultural features of the food commodity chain in the 
United Kingdom established several key points of vulnerability that anti-
GM activists could exploit, the opposite was true in the United States: there 
the mutually reinforcing structure and culture of the food commodity chain 
helped to marginalize anti-GM networks and to strengthen those who were 
supportive of GMOs. Two features, almost mirror-imaging conditions in the 
United Kingdom, played key roles. One was the consolidation of power at the 
producer end of the commodity chain, which enabled the GM industry, led 
by Monsanto, to establish a resilient pro-GM network comprising seed com-
panies, distributors, and farmers. The other was the structure and culture of 
the food retail sector, which inhibited the ability of activists to enroll expand-
ing networks of anti-GM actors. Two crucial elements of this environment 
were the size of the retail market, which made supermarkets resilient against 
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 consumer campaigns, and a trusting consumer culture, which made it diffi-
cult for activists to capture the public’s imagination and to turn them against 
GMOs. The cumulative effect of these features was that U.S. activists were never 
able to effectively “cut” the chain in the way their British counterparts were.

Consolidating Power Upstream
Following the failure of its biotech rollout in European markets, Monsanto 
leaders acknowledged that they had ignored the sensibilities of consumers be-
cause they assumed that most people would share their belief in the social and 
environmental benefits of the technology, and because they had focused their 
efforts on producing products that would offer advantages to their direct cus-
tomers, namely, farmers (Shapiro 1999; Van Yoder 2001). In the context of the 
U.S. market, however, their decision to focus on farmers made absolute sense. 
If U.S. farmers did not respond favorably to the commercialization of GM 
seeds (for instance, by rejecting the technology fee and sticking with tried-
and-true hybrids), or even if they responded sluggishly enough to push down 
the biotech companies’ stock value, the enterprise would have been doomed. 
It was therefore crucial for agricultural biotechnology companies to enroll 
seed companies, seed distributors, and farmers in a pro-GM network, and to 
keep critics out.
 As it turned out, American farmers took up agricultural biotechnology 
with remarkable speed and confidence. (As many observers have noted, GM 
technologies have had the steepest adoption curve of any technology in U.S. 
agricultural history.) To fully understand why this happened, it is necessary 
to consider the upstream end of the U.S. commodity chain. For historical and 
structural reasons, the seed industry is the “driver” in this chain. In the 1970s, 
the seed industry began undergoing a process of dramatic consolidation, as 
small seed firms were bought up by large conglomerates whose primary in-
vestments lay in cognate sectors, such as pharmaceuticals, petrochemicals, 
and food (Fernandez-Cornejo 2004). This pattern of consolidation intensified 
over the 1980s and 1990s while crop biotechnology was developed and tested. 
Some companies interested in biotechnology—such as Monsanto,  Novartis, 
and AgrEvo—developed “life sciences” complexes based on agricultural chem-
icals, seeds, foods and food ingredients, and pharmaceuticals. The ensuing 
frenzy of mergers and acquisitions helped these large agrochemical conglom-
erates to strengthen their market shares in the seed and agrochemical busi-
nesses while expanding their distribution infrastructures and capacities.18 
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By buying seed companies outright or entering into other legal and financial 
arrangements with them, these firms also ensured that they would have a ve-
hicle for getting their genes out of the laboratory and into the fields.19

 The consolidation of power in the hands of vertically integrated multina-
tional agrochemical companies was enhanced by the regime of strong plant 
breeders’ rights that characterized the seed industry, especially following 
the 1970 Plant Variety Protection Act (Boyd 2003; Kloppenburg Jr. 1988). As 
 Fernandez-Cornejo points out, “where each breeder holds the exclusive rights 
to produce and distribute his or her variety, competition tends to be based 
more on product performance—yield, disease resistance, quality—than price. 
Given the size of their R&D investments, these plant breeders play a central 
role in managing the entire production, distribution, and marketing processes 
in the seed industry, resulting in extensive vertical integration in the industry” 
(2004: 28). The large seed-producing companies maintained direct access to 
farmers through dense networks of seed distributors as well as  middle-order 
seed producers that used their licensed technology. In this context, the com-
panies built strong relationships with farmers who believed in the quality of 
their product and were prepared to pay a premium price for it.
 The vertically integrated structure of the seed sector created an environ-
ment that facilitated an extensive enrollment of farmers and seed suppliers 
in pro-GM networks at the upstream end of the commodity chain. Given the 
high stakes of ensuring the successful uptake of the technology, biotechnol-
ogy companies—notably Monsanto, the most aggressive developer—worked 
to protect and expand these networks. Before rolling out its GM seeds com-
mercially, Monsanto decided strategically to cut seed dealers and distribu-
tors in on the financial benefits of its new, genetically modified RoundUp® 
Ready corn and soy products (author interview with former Monsanto official 
2004). The company also carried out extensive field trials with farmers, show-
ing them firsthand how these technologies worked to address problems such 
as the corn borer. In doing so, the company appealed to and fostered farmers’ 
deeply held belief in scientific agriculture and their long tradition of respect 
for seed technology.
 Thus, in seeking to bring U.S. farmers on board, Monsanto and other 
firms benefited from U.S. farmers’ growing enthusiasm for the technology. 
Farmers in the U.S. Midwest were attracted to GM seed because it eased farm 
management and reduced their herbicide applications. Furthermore, farmers 
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were used to playing by the seed companies’ rules. For all of these reasons, 
farmers were culturally predisposed against distinguishing between biotech 
and conventional hybrid seeds. Grumble though they did about the licensing 
fee and about the need for “refuges” of non-biotech crops required by govern-
ment regulation, they psychologically and financially bought in and paid up.
 In effect, then, if Monsanto failed to properly prepare the ground for its 
product rollout among European end-consumers, it prepared the ground 
among American producers impeccably. As a result, the top end of the com-
modity chain was tightly sealed against activist influence. Indeed, in many 
cases, the resentment that European consumers felt toward imperialist Amer-
ican agriculture found its mirror image in U.S. farmers’ contempt for Euro-
pean consumers and resentment over market bottlenecks created by European 
consumers’ squeamishness. Anyone echoing European sentiments locally was 
guaranteed a hostile audience.

Retail Sector and Consumer Culture
The public campaigns against agricultural biotechnology that activists devel-
oped in the United States during the late 1990s and early 2000s were strongly 
influenced by the success of the British campaigns. Modeling their strategies 
on these campaigns, U.S. activists set out to “push back on the commodity 
chains,” as one activist put it, by trying to scare supermarkets into rejecting 
GM products (author interview with Greenpeace activist 2005). Supermar-
kets were an obvious target. As in the United Kingdom, national supermarket 
chains in the United States have a great deal of power to determine the con-
ditions for the supply, procurement, and marketing of agricultural and food 
products. Thus if activists could turn a national supermarket chain such as 
Kroger or Albertsons away from GM products, the market ripples would be 
tsunamic. But supermarket campaigns were much harder to pull off in the 
United States, in part because these chains were so large and sprawling that 
it was difficult for a chronically underfunded and understaffed movement to 
target them comprehensively. Indeed, this was a lesson that the movement 
learned from the failure of the campaign against Kellogg’s (author interview 
with U.S. activist 2005). In addition, the structure of the U.S. food retail sector 
made it possible for retailers to accommodate the concerns of a wide range of 
consumers: supermarkets could easily diversify into organic produce in or-
der to hold onto customers, and local chains and health food groceries could 
cater to customers who were prepared to spend a bit more on organic food.20 
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 Farmers markets (which doubled in number between 1994 and 2004, from 
around 1,500 to around 3,000) also provided an increasingly viable outlet for 
consumers seeking non-GM food. In short, while mainstream consumers 
could indulge their overriding concern with price, those concerned about or 
opposed to GMOs (who are generally more affluent) had a relatively easy exit 
strategy.
 In a situation in which a national-level campaign was beyond the mobiliz-
ing capacity of the anti-GM movement, activists had to design their consumer 
campaigns around smaller regional supermarkets whose corporate cultures 
biased them toward “healthy” foods, in the hope of starting a snowball effect. 
They selected Trader Joe’s in California and Shaw’s in New England; the lat-
ter was chosen because it was owned by the British firm Sainsbury’s, which 
activists hoped might make it sensitive to GM food issues. But even though 
the Trader Joe’s campaign worked, the snowball effect never occurred. Trader 
Joe’s was not a significant enough player in the supermarket sector to pose 
a competitive threat to other chains. Shaw’s, the second largest supermarket 
chain in the northeast, had its own subsidiary group of natural food stores, 
and was resilient enough to hold off the Greenpeace campaign before being 
bought by Albertsons in 2004.
 The limited success of anti-GM activism points to a broader constraint on 
the movement: anti-GM activists were never able to capture the imagination 
of U.S. consumers on a significant scale in the way that they had in Britain. 
Some analysts have noted that Americans are culturally predisposed to trust 
regulatory authorities, technology, and corporations far more readily than are 
European citizens (see Bernauer 2003). Furthermore, in interviews, several 
activists lamented that Americans could not be galvanized without a signifi-
cant health-threatening regulatory failure or catastrophe such as Love Canal 
or Three Mile Island (author interviews 2001). But other environmental fac-
tors were no doubt also instrumental in shaping U.S. food consumer culture. 
For one thing, there was no “foreign enemy” of imperialist corporations that 
the activists could point to in the way that European activists could. Activ-
ists also had a very different relationship with the media in the United States 
than they had in the United Kingdom. In the latter case, as we have seen, 
the media treated agricultural biotechnology as a political issue, and activist 
organizations were regarded as speaking with some authority on the issue. In 
the United States, even though there was a burst of increased media interest 
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in GMOs in the early 2000s, mainstream media coverage was generally the 
preserve of business, science, or agriculture reporters who tended to report 
from within the hegemonic framework of the establishment, thereby muting 
critical voices (Priest 2001).21

 Activists were also hurt by their inability to win the battle to label GM 
food. The U.S.-based industry and food and grain processors had lobbied hard 
for a regulatory approach that emphasized the similarities (or “substantial 
equivalence”) between GM- and non-GM products, rather than the distinc-
tions between them which EU regulation stressed.22 Such an approach, they 
argued, made labeling unnecessary and prohibitively expensive. This argu-
ment prevailed with U.S. regulatory agencies. When activists tried to push for 
a labeling regime, as they did in an Oregon ballot measure in 2002, they faced 
both an industry with deep pockets and a hostile state. In Oregon, a corpo-
rate coalition that included Monsanto, DuPont, General Mills, and H.J. Heinz 
spent some $5.5 million to defeat the measure, while the FDA warned that 
labeling was illegal because it would violate interstate commerce rules. The 
measure failed by a large margin (Cohen and Gillam 2002). It stands, perhaps, 
as a marker of the inability of anti-GM activists in the United States to “push 
back on the commodity chain” effectively.

Conclusion

It seems clear that the dynamics and the outcomes of the struggles over ag-
ricultural biotechnology, in both Britain and the United States, were overde-
termined—albeit in opposite directions. This makes it difficult to assign over-
whelming causal weight to any one factor. Nonetheless, we have argued that 
fruitful analysis of anti-GM movement efficacy might well focus on the abil-
ity of activists to exploit “weak links” in the global commodity chain. Thus, 
although the commodity chain cannot explain the dynamics or outcome of 
anti-GM activism, our comparative analysis shows that the nature and struc-
ture of the commodity chain does shape the terrain of struggle in important 
ways. In both Britain and the United States, the structure of competition be-
tween companies and the patterns of power and dependency up and down 
the commodity chain opened up spaces for opposition in some locations and 
narrowed those spaces in others.
 In Britain, where supermarkets were focused intensely on the threat of los-
ing market share and the biotechnology companies could make no compelling 
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argument about the technology’s benefit to consumers or to retailers, activists 
were able to break the chain by enrolling a widening anti-GM network, among 
both retail decision makers and the general public. Here the transnational 
character of the commodity chain helped by adding a cultural disjuncture 
at the consumer end. Pro-GM networks, in contrast, remained weak, partly 
because the central position of GM traits and seed supply was dominated by 
American companies, and partly because of the stringency of EU regulation. 
British farmers also had a smaller stake in the technology, both because they 
were worried about a potentially disappearing market and because they were 
concerned about the potential long-term effect on the value of their land.
 In the United States, the opposite was true. Here the organizational struc-
ture and the cultural construction of the commodity chain converged to make 
pro-GM networks at the upstream end robust and resilient, while anti-GM 
networks at the downstream (consumer) end remained weak. Consolidation 
in the seed industry, strong plant breeders’ rights, and U.S. farmer culture 
had established strong relationships of dependency and trust between seed 
companies, farmers, and distributors. Firms involved in agricultural biotech-
nology had secured a labeling regime that was cost-effective for distributors 
and processors and therefore defended vigorously by them. Farmers’ cultural 
adherence to a notion of progressive, scientific farming made defections from 
the pro-GM network very rare. At the consumer end of the commodity chain, 
activists were stymied by a vast and sprawling retail sector, by a consumer 
culture of trust in industry and government fostered by a quiescent media, 
and by the exit strategies available to concerned consumers offered by niche 
organic stores and farmers’ markets. Under these conditions, activists were 
unable to build anti-GM networks extensive and dense enough at the national 
level to successfully exploit the weak links in the commodity chain.
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Chapter 1

1. See also Chapter 9, by Julie Guthman, in this volume.
2. Other contributions to the GPN literature include Coe et al. 2004, Coe and 

Hess 2005, Hess and Coe 2006, and Hess and Yeung 2006.
3. I am grateful to Raphie Kaplinsky for bringing this article to my attention.
4. These references to the origins of commodity chain analysis often accompany 

critical or dismissive discussions of the GCC framework; see, for example, Thompson 
(2003: 210) and Fine (2002: 120).

5. Examples of this literature that give some indication of the range of industries 
studied include Bair and Gereffi 2001; Clancy 1998; Dolan and Humphrey 2000; Fitter 
and Kaplinsky 2001a; Fold 2002; O’Riain 2004; Phyne and Mansilla 2003; Ponte 2002; 
Rabach and Kim 1994; and Rammohan and Sundaresan 2003.

6. Of course, Marx’s understanding of the term commodity is quite different, and 
it may well have been this meaning that Hopkins and Wallerstein meant to evoke with 
their choice of the “commodity chain” terminology.

7. This likely reflects the influence of Sturgeon’s turnkey model on the develop-
ment of this theory, given that Sturgeon’s argument regarding modular manufactur-
ing was based on the changing relationship between brand-name electronics compa-
nies and their key component manufacturers.

Chapter 2

1. Other coffee scholars such as Thurber (1886), Samper K. (2003), Talbot (2004), 
and Topik and Samper K. (2006) have not been so audacious; they did not attempt to 
examine the coffee chain over such a wide sweep of history.
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2. Calculated from Greenhill 1993: 307; Ocampo 1984: 303; and Brazil, IBGE. 
1986: 84.

3. Calculated from Greenhill 1993: 330–331; and Wakeman 1911: 193.

Chapter 3

1. Various analysts of the political economy of food and agriculture have long ar-
gued that this is a critical, but understudied, part of the global economy and world-
wide trade (Dickinson and Mann 1978; Friedmann 1982). More recently, John Talbot 
(2004) clearly grounds the political economy of international coffee production in 
terms of global commodity chain analysis.

2. The UN commodity categories we analyze here represent the “commodity bun-
dles” derived in a factor analysis of all bilateral international exchange originally de-
scribed in Smith and Nemeth 1988. The five empirically defined clusters of commodity 
trade used in Smith and White 1992, Mahutga 2006, and this chapter are interpretable 
along a rough two-dimensional scale that contrasts production versus extraction and 
capital-intensive versus labor-intensive.

3. Both semi-peripheries close the gap between themselves and the core in 
the 1965–1980 period, though the strong semi-periphery reverses this trend in the 
1980–2000 period. The net effect is still a smaller gap. The strong-semi-periphery is a 
rather interesting group. It is composed of downwardly mobile countries from East-
ern and Western Europe, and upwardly mobile countries from East Asia, along with 
Brazil.

Chapter 4

1. The original discussion is to be found within the framework of a research pro-
gram of the Fernand Braudel Center (Hopkins and Wallerstein 1977). For subsequent 
statements, see Hopkins and Wallerstein 1986 and 1994, and the special issue of Re-
view (2000).

Chapter 5

1. The tropical commodities are agricultural commodities that, because of their 
ecology, can be grown profitably only in tropical climates. The most important ones, 
in order of their value in world trade, are coffee, sugar, tropical timber, natural rubber, 
tropical oils and oilseeds, cocoa, tea, bananas, jute, and hard fibers.

2. In this chapter, I use the phrase “the structure of a chain” as shorthand to refer 
collectively to the characteristics that Gereffi identifies as the “dimensions” of com-
modity chains—that is, their input-output structures, the geography of different ac-
tivities or links in the chain, and governance structures. See Gereffi 1994: 96–97.
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3. One exception is the analysis of the aluminum commodity chain in Barham, 
Bunker, and O’Hearn 1994. There are very few studies of mineral commodity chains, 
which is unfortunate, given that they are the forgotten extractive beginnings of many 
manufacturing chains.

4. The apparel chains analyzed by Gereffi have probably been more highly regu-
lated than many other manufacturing chains, given the important influence of the 
Multi-Fibre Arrangement until very recently. Nevertheless, states and other actors 
have more directly governed segments of agricultural and other primary commodity 
chains than has been the case for most manufacturing chains.

5. The existence of this data is due to a combination of factors. Coffee’s impor-
tance as a consumption item in developed-country shopping baskets meant that good 
data on retail prices were available (used in calculating consumer price indexes). Cof-
fee’s importance as a commodity in world trade meant that good records of export and 
import prices were kept. Coffee’s importance in the economies of producing countries 
meant that data on prices paid to growers were also kept. Finally, the collective action 
of producers that led to the establishment of the International Coffee Organization 
enabled the standardization and centralization of all of this data in a form that could 
be easily used.

Chapter 6

1. This chapter was supported by Doshisha University’s ITEC 21st Century COE 
(Centre of Excellence) Program’s Synthetic Studies on Technology, Enterprise and 
Competitiveness Project. Participants in the Global Value Chains Initiative contrib-
uted to the development of the concepts advanced, especially Hubert Schmitz,  Peter 
Gibbon, Florence Palpacur, Raphie Kaplinsky, Mike Morris, Meenu Tewari, and 
 Katherine McFate. John Talbot, Richard Appelbaum, Rachel Schurman, Sanjaya Lall, 
William Millberg, and Andrew Schrank provided useful feedback during a workshop 
held at Yale University on May 13 and 14, 2005. Jennifer Bair, Gary Gereffi, John Hum-
phrey, and two anonymous reviewers provided helpful editorial suggestions on an 
earlier draft. All responsibility for the final text, of course, lies with the author.

2. This group met under the auspices of the “Global Value Chains Initiative,” 
sponsored largely by the Rockefeller Foundation (a meeting held in Rockport, Mas-
sachusetts, in April 2004 was sponsored by the Alfred P. Sloan Foundation). The par-
ticipants in the first workshop, a seven-day event held at the Rockefeller conference 
center in Bellagio, Italy, were Catherine Dolan (U.K.), Peter Gibbon (Denmark), Gary 
Gereffi (United States), Afonso Fleury (Brazil), John Humphrey (United Kingdom), 
Raphie Kaplinsky (United Kingdom), Ji-Ren Lee (Taiwan), Dorothy McCormick 
(Kenya), Katherine McFate (United States), Mike Morris (South Africa), Florence 
Palpacuer (France), Hubert Schmitz (United Kingdom), and Meenu Tewari (United 
States). Subsequent workshops included many of these core participants, additional 
academics researchers, and policymakers and NGO activists from the United Nations 
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Industrial Development Organization, the United Nations Conference on Trade and 
Development, the World Trade Organization’s International Trade Centre, the World 
Bank’s Development Economics Research Group, the International Labour Organiza-
tion’s World Commission on the Social Dimension of Globalization, the International 
Centre for Trade and Sustainable Development, the AFL-CIO, Oxfam, India’s Na-
tional Council of Applied Economic Research, the Merrimack Valley (Massachusetts) 
Workforce Investment Board, and the Maquila Solidarity Network/Ethical Trading 
Action Group.

3. A list of more than three hundred GVC-related publications can be found at 
www.globalvaluechains.org.

4. Feenstra and Hamilton (2006) describe, in detail, the ways in which retailers 
gained power relative to manufacturers, beginning in the United States in the 1960s, a 
trend that continues to the present day. On one hand this “retail revolution” has been 
a major factor in deindustrialization within the United States, as retailers increased 
overseas sourcing of apparel, electronics, and consumer goods, in turn forcing manu-
facturers to move their own facilities offshore and increase sourcing in low-cost loca-
tions in East Asia. The other side of this coin was the spurring of “late” industrializa-
tion and industrial upgrading, first in Japan, and later in Korea and Taiwan (Amsden 
1989; Wade 1990; Evans 1995).

5. Of course, a second variable in the transactions cost framework, frequency of 
transactions, acknowledges that asset-specific activities tend to remain outsourced 
when minimum-scale economies cannot be reached through internal consumption, a 
notion that was developed separately in a classic article by Richardson (1972).

6. Nevertheless, this distinction failed to penetrate the field of economics very 
far beyond the immediate debates just mentioned, and economistic accounts of the 
globalization process still emphasize only two options: market or hierarchy (see, for 
example, Arndt and Kierzkowski 2001). Firms either invest offshore directly (hierar-
chy) or buy goods and services from firms located offshore (markets).

7. I owe this observation to conversations with Jennifer Bair, Stefano Ponte, Peter 
Gibbon, and Florence Palpacuer.

8. In fact, an accurate mapping of the chain can be all that is needed for activ-
ists and policymakers to identify leverage points for effecting change. For example, 
in this volume Schurman and Munro (Chapter 10) show how “anti-biotech” activists 
were able to usher in a multiyear moratorium on new genetically modified food crop 
approvals in Europe by focusing pressure on the region’s tenth-largest food retailer. 
When this firm increased its market share by labeling its stores “GMO free,” its larger 
competitors soon followed suit.

9. To the well-known cases of the structuring role that Intel microprocessors and 
Microsoft’s operating system play in the personal computer industry (Borrus and Zys-
man 1997) and that Shimano’s component systems play in the bicycle industry (Galvin 
and Morkel 2001), I can add several others, including Applied Materials’ manufac-
turing equipment in the semiconductor and flat panel display industries (Murtha, 
Lenway, and Hart 2001), Qualcomm’s chip sets for mobile phone technologies based 
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on Code-Division Multiple Access (CDMA) technologies, ARM’s chip technology 
for mobile phone systems based on the Global System for Mobile Communications 
(GSM) standard, and grinders in the coffee industry (Fold 2002).

10. Of course, all forms of firm-level power are related in some way to simple mar-
ket power, and the notion that industry concentration is, to some degree, compatible 
with competition is quite venerable (Chamberlin 1933: 205).

11. These remarks were made at the conference “Organisational Configurations and 
Locational Choices of Firms: Responses to Globalisation in Different Industry and Insti-
tutional Environments,” held at the Centre for Research in the Arts, Social Sciences and 
Humanities, Cambridge University, Cambridge, United Kingdom, on April 14, 2005.

12. These remarks were made at the MIT Working Group on Services Offshoring 
Workshop, held in Cambridge, Massachusetts, on October 28, 2005.

Chapter 7

1. The authors would like to thank Jennifer Bair and Mark Mizruchi for their 
comments on this paper. We also want to thank the Rockefeller Foundation for sup-
porting portions of the research reported here.

2. In this chapter, we will not discuss the ties between global commodity chains 
and the closely related global value chains approach. This is handled very ably by other 
contributors to this volume, particularly in the chapters by Jennifer Bair (Chapter 1) 
and Timothy Sturgeon (Chapter 6).

3. Also, having found positions in business schools, most of these researchers 
worked more or less exclusively on intra-firm and inter-firm data and ignored most 
other levels of analysis, including national and global levels.

4. Collected by the U.S. Custom Service, the data report the country of origin for 
U.S. imports at a seven-digit level known as the Tariff Schedule of the U.S. Annotated 
(TSUSA) for 1972–1988, and at the ten-digit Harmonized System (HS) level from 1989 
on. Both the TSUSA and HS series consist of data fine enough to distinguish between 
hundreds of different types of shoes and apparel and between any final product and 
the components that go into it. These data are available from the Website of the Center 
for International Data, UC Davis, at www.internationaldata.org.

5. For additional examples and dates related to the emergence of U.S. big buyers, 
see Gereffi 2001b: 32–34.

6. The following section is a summary of an argument made in considerably more 
detail in Feenstra and Hamilton 2006.

Chapter 8

1. Many thanks to Mary Sue Smiaroski for help with this chapter, and to the many 
individuals who conducted research for Oxfam International and whose findings are 
cited here.
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2. Unless otherwise cited, all data and quotes in this chapter are from Oxfam In-
ternational 2004.

3. In 2002 the ILO revised its definition of informal employment away from a 
focus on the characteristics of the enterprise. Informal employment is now defined as 
work lacking secure contracts, worker benefits, or social protection. See ILO 2002.

4. For more information on the Ethical Trading Initiative’s purchasing practice 
project, see www.ethicaltrade.org/Z/actvts/exproj/purchprac/index.shtml.

5. Fatima Shabodien, director, Women on Farms, personal communication, 
March 14, 2006.

6. Comment made by William Plietez in an Oxfam International forum on 
women workers in export industries, San Salvador, El Salvador, February 10, 2004.

7. See Kompas newspaper, Nov. 30, 2004; available online at www.kompas.com/
kompas-cetak/0411/30/ekonomi/1405306.htm.

Chapter 9

1. The shorthand of ethical commodities is borrowed from Bell and Valentine 
(1997), although I have reservations about using this term. As Freidberg (2003a) argues 
in regard to British retailing practices, ethical is an ascription that supermarkets have 
chosen as a sort of greenwashing that is not tantamount to “fair” much less “just.” 
Indeed, any labeling system that does not significantly enroll those on whose behalf it 
appears to act is necessarily problematic (Esbenshade 2004).

2. See Leslie and Reimer 1999, as well as Bair (this volume, Chapter 1) for useful 
taxonomies and reviews of the commodity chains literature much more comprehen-
sive than what I provide here.

3. Dixon also appended state regulation to the commodity systems approach.
4. Paradoxically, though, these sorts of standards aim for a much larger swath of 

producers and their practices than do the voluntary protective labels.
5. I have forwarded different elements of this argument elsewhere in much more 

extensive form than I can do here (Guthman 2002; 2003; 2004).
6. In that way, certification services should also be put to the test of transparency 

and value capture in commodity chain analysis, although that would be outside the 
scope of this chapter.

Chapter 10

1. The de facto moratorium ended in 2004 with the EU’s passage of the new trace-
ability and labeling requirements.

2. See Schurman 2004 for details.
3. Although we use the term anti-GMO movement for expediency, it is important 

for readers to recognize that not all of the individuals and groups involved in this 
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movement are firmly opposed to the use of any genetic engineering in agriculture. 
Although there are some that take an extreme position (“not on Planet Earth”), oth-
ers are not philosophically or morally opposed, but want to see the technology better 
studied, regulated, and subjected to more democratic debate.

4. These openings are broadly analogous to the “political opportunity structures” 
discussed by some social movement theorists. See especially McAdam 1982; McAdam, 
McCarthy, and Zald 1996. They differ, however, in being defined by the organizational 
structure of industry rather than by political institutions (see Schurman 2004).

5. Thus actor-networks comprise both structural and agential properties. They are 
structural inasmuch as they constitute strands of relationships between actors. They 
are agents inasmuch as they embody a set of actor-interests that congeal into the con-
ditions that produce a particular outcome. Yet it is not necessary for particular actors’ 
actions and interactions to be strategically geared toward advancing that outcome; 
they can do so simply by being part of the network. In this sense, actor-networks 
differ from the strategic notion of networking that characterizes conventional social 
network theory or advocacy networks (cf. Keck and Sikkink 1998).

6. For more detail on the history of this movement, see Purdue 2000.
7. This in turn reflected an increase in financial support for anti-GM groups by 

some private foundations, including Edward Goldsmith’s foundation. Goldsmith is 
editor of The Ecologist.

8. The “big five” include Tesco, ASDA, Sainsbury’s, Morrisons, and Somerfield.
9. There are clear similarities here to strategies employed by the anti-sweatshop cam-

paigns; see, for instance, O’Rourke 2005 and Gereffi, Garcia-Johnson, and Sasser 2001.
10. The first genetically engineered food marketed in Britain, a tomato paste in-

troduced by Zeneca in 1996 and proudly labeled “genetically altered,” became a best-
seller (Charles 2001: 168); for a skeptical view of British cultural opposition to GMOs, 
see Millstone 2000.

11. These figures come from www.cjd.ed.ac.uk/figures.htm, downloaded on April 
28, 2003.

12. This case illustrates how closely integrated European markets are for agricul-
tural imports from America. The seed had been sold in Sweden, France, Germany, 
and the United Kingdom. The contamination was in fact discovered in a field test in 
Germany.

13. These resentments had been severely heightened by the prolonged trade war 
over European resistance to the importation of hormone-treated beef from the United 
States in the mid-1990s. The United States ultimately won that battle.

14. In the interest of space, we do not detail the movement’s actions here. For 
more detail, see Schurman and Munro 2006.

15. One of the technologies whose introduction the United States anti-biotech 
movement was able to forestall was the “ice minus bacterium.” (See Krimsky 1982 for 
a detailed case study.) The movement also slowed down Monsanto’s introduction of 
bovine somatotropin for several years.
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16. The coordinated framework was established in 1986 by the Reagan govern-
ment and relies upon a decentralized system of decision making involving the USDA, 
the EPA, and the FDA. None of these agencies has taken up the mantle of risk assess-
ment in a serious way. The EPA comes the closest, but throughout the 1980s and 1990s, 
government spending on biotech risk assessment was only 1 to 2 percent of the revenue 
devoted to biotechnology research.

17. Some firms have shown a willingness to share these data in recent years, al-
though this decision remains a discretionary one for the firm.

18. In the 1990s, Monsanto was particularly aggressive in seeking to expand its 
market share (author interviews; also see Charles 2001).

19. During the 1990s, it became increasingly obvious to firms that gaining access 
to seed companies was crucial for getting their genes into the marketplace (author 
interviews with various industry representatives 2006; Mergermarket Limited 2005).

20. According to U.S. organic regulations, organically certified products may not 
include genetically modified ingredients.

21. Survey data indicate that public knowledge of genetic engineering has re-
mained at a relatively low level (Pew Charitable Trusts 2005).

22. Bernauer (2003) draws the distinction between the EU’s process-oriented ap-
proach to regulation and the United States’s product-oriented approach. The former 
resulted in a stringent labeling regime; the latter did not.
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